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Abstract 

To students learning statistics, the central limit theorem can be a difficult concept to understand. This 
project demonstrates several important points using JAVA and SPSS tools. JAVA was used to create a set 
of uniform random numbers to use as the parent individual data. That data was then split into subgroups 
to create the child mean data. Descriptive statistical tools were used to compare the two distributions and 
verify that the child mean distribution was a normal set of data, proving a main point of the central limit 
theorem that the child mean distribution followed a more normal distribution than the parent individual 
distribution. To prove the next main point, the standard deviations were compared to prove that the child 
means’ standard deviation was narrowed by n0.5. In the end, two experiments of random sample followed 
uniform and skewed parent distribution respectively proves the match with central limit theorem.  
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1. Introduction
Central limit theorem is the most important theorem in Statistics. It states that given a sufficiently large sample size 
from a population with a finite level of variance, the mean of all samples from the same population will be 
approximately equal to the mean of the population. Furthermore, all of the samples will follow an approximate 
normal distribution pattern, with all variances being approximately equal to the variance of the population divided 
by each sample's size. Most of the students take this theorem as granted as it is very hard to prove in real life.  

This project will show a simple proof of the two main points of the central limit theorem. The first point shows that 
the child mean distribution is closer to normal distribution than the parent individual distribution. This means that 
even if the parent distribution is not uniform, the child mean distribution will still be normal. The second main point 
shows that the standard deviation of the child mean is proportionately smaller than the parent distribution by n0.5.  

2. Objective
The objective of this project is to prove the central limit theorem using JAVA to create two experiments, showing 
the effects each one creates on the central limit theorem. Other SPSS tools will be used such as skewness, kurtosis, 
and finding the standard deviation. Skewness will be used to measure symmetry in the distributions and kurtosis will 
be used to measure the shape. For uniform distribution, the expected skewness value is zero and kurtosis value is -
1.2. For normal distribution, the expected skewness value is zero and kurtosis value is zero.  
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3. Method  
 
3.1 Experiment 1- Uniform Distribution  
The first step was to make the parent distribution by using JAVA to create a set of random numbers within the range 
of zero to one. (Figure 2) Then, I calculated the standard deviation, mean, skewness and kurtosis of the numbers. To 
create the child mean distribution, the parent distribution was split into 64 subgroups with a subgroup size of eight. 
Then, I recalculated the mean, skewness, kurtosis, and standard deviation and compared the two distributions on a 
chart, as well as by plotting histograms.  The methodology and steps are shown in a flowchart in figure 1. 
 
3.2 Experiment 2- Skewed Distribution 
To create the skewed distribution, I squared all of the original data points from the parent distribution from the first 
experiment (Figure 3) and again split them into 64 subgroups with a subgroup size of 8 to create the child mean 
distribution. Then I used the same steps from the first experiment to compare both distributions’ skewness, kurtosis, 
and standard deviations as shown in figure 4. 
 
 
4. Results 
 
4.1 Experiment 1 
First I verified that the parent distribution was uniform. The kurtosis was -1.251 which was almost exactly -1.2 
which is uniform. The child mean distribution’s kurtosis was .129 which is close to normal distribution. Both 
skewness values were close to zero, showing that they are symmetric distributions (Figure 4) (Figure 8). This proves 
the first main point that the child mean distribution is closer to normal distribution than the parent individual 
distribution.   
 
To prove the second main point, I raised the child mean’s standard deviation of .097 to a power of 0.5 and got a 
number close to the parent distributions standard deviation of .293 (Figure 5).  
 
To prove the standard error of mean formula, I compared the standard deviation of the child mean, which was  
0.097, and compared it to the expected value of .104. The difference turned out to be only within ten percent  
(Figure 5). 
 
The mean on the parent distribution is .515. The mean of the child mean distribution is .515. Comparing these 
numbers, I can find that they are the same in figure 5.  
 
 
4.1 Experiment 2 
The parent distribution kurtosis was -1.062 which is not uniform. However, the child mean distribution was .096 
which is close to a normal distribution. When the two distributions were plotted on a histogram, the child mean 
distribution formed a bell curve, while the other graph’s curve had a positive skew (Figure 9). The skewness went 
down from 0.513 to  246 from parent to child level as well  (Figure 6). This proved that the child mean distribution 
is closer to normal distribution, even if the parent distribution is not uniform.  
 
To prove the second main point, I raised the child mean’s standard deviation of .107 to a power of 0.5 and got a 
number close to the parent distributions standard deviation of  .303 (Figure 5).  
 
To again prove the standard error of mean formula on a skewed distribution, I compared the child mean’s standard 
deviation to the expected value and the difference was only 0.001 (Figure 7). 
 
The mean of both distributions are also the same. The mean of the parent distribution as well as the child mean 
distribution are both .351 (Figure 7) 
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Figure 1. Flowchart 

 
 
 

 
Figure 2. Uniform data set example 
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Figure 3. Skewed data set example 

 
 

 
Figure 4. Normality test chart for experiment 1 

 
 
 

 
Figure 5. Standard deviations from experiment 1 

 
 

 
Figure 6. Normality test chart from experiment 2 
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Figure 7. Standard deviations from experiment 2 

 
 

  
Figure 8 . Result 1 parent (left) and child mean (right) distribution 

 
 

 
Figure 9. Result 2 parent (left) and child mean (right) distribution 

 
5. Conclusion  
Through this project, I used JAVA to create random numbers for two experiments. I proved two main points, that 
the child mean distribution is still normal even if the parent distribution is not uniform, as well as proving that the 
standard deviation of the child men distribution is proportionally smaller by n0.5 I also proved that the standard 
deviation of the child mean equals the standard error of the parent individual distribution. The second experiment 
showed the central limit theorem on a skewed distribution, and also proved the standard error of mean formula more 
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accurately as well. Overall, these points show that with the central limit theorem, you can accurately generalize a 
population based off a sufficient amount of samples. The central limit theorem is useful for gathering information 
from a large group of people, since you can gather data from different samples of the population instead of 
surveying each person individually. To expand this project in the future, I would like to prove other parts of the 
central limit theorem as well as create more experiments to see what effect they would have, such as changing the 
number of subgroups and subgroup size. 
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