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Abstract
This aim of this project is to apply a series of pattern detection Data Mining algorithms to accurately identify during classroom test exams. To detect if a pattern could be identified on the answer keys between students not attributable to chance alone, multivariate statistics tools were used to determine whether there was any association pattern among the students. Hierarchical Clustering and Dendrogram Tree were used to identify the grouping affinity behavior related to exam cheating pattern. Authors also used Heat Map to identify and recognize patterns in exam scores using visual analysis. The authors also selected the top 20% of questions considered the most difficult ones in order to increase the detection power. The probability of picking the same wrong answers on the difficult questions are even more unlikely by chance alone as compared to picking the right answers for the easy questions. It is statistically even more improbable that students would unintentionally select the same wrong answers on difficult questions, and therefore provides very evidence of cheating. Principle component analysis was also used to identify pairs of students who cheated, with. The predictive model approach using Data Mining tools was very powerful for analysis of the complex exam cheating patterns.
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1. Introduction
For each instructor, designing an effective assessment exam is a critical job1,2. While a written exam of comprehensive questions and free-form answers may demonstrate critical thinking and depth/breadth of knowledge, this exam takes as significant amount of time to grade, and grading may often be subjective. Multiple-choice exams are more common due to their ease of quick and objective assessment by graders, despite limitations in demonstrating breadth of knowledge. Unfortunately, students may try to cheat by copying or checking answers each other during these exams, especially if they are seated very close to each other (as is often the case due to space limitations, such as in public schools). The inevitable possibility of cheating under these circumstances, presents a dilemma for most instructors, challenging them on resourceful design their exams to minimize cheating risk. This paper uses Data Mining tools and techniques (using JMP 12 Software) to detect patterns in multiple-choice responses among pairs of students that are indicative of cheating. The demonstrated effectiveness of this ‘cheating detection’ approach warns students proactively, by cautioning them to avoid attempting cheating before taking any multiple-choice exam.

In this case study, there were 75 students who sat in 25 different small tables (with 3 students per table) in a very limited classroom space. The instructor modified the original exam into three different orders (versions A, B, C). Three students from the same table would each take different versions (one student per version, per table). Students could not use cell phones or laptops during the assessment exam to prevent communication with one another. However, students were still smart enough to attempt to synchronize the questions in each of the versions, thusly providing evidence of cheating as shown in the analysis that follows. The objective of this paper is to implement a data mining algorithm to detect any cheating pattern from students taking the exam at the same table.

2. Data Collection and Multivariate Correlation Analysis
The raw data includes each student’s ID, Exam Version, Answers, and Table Number. In order to reduce the computing time and also improve data quality (signal-to-noise ratio), the lowest 25 multiple-choice exam scores were excluded from the analysis. Also, it is highly unlikely that we can locate any evidence of cheating from the worst-performing students. Seating location was randomly
assigned for each student (per table). Therefore, it was statistically unlikely that most of the worst performers were sitting at the same table during the exam. In addition, there is little to know behavioral incentive for low-performing students to attempt to cheat off of their low-performing peers.

2.1 Multivariate Correlation Analysis

Firstly, JMP 12 Multivariate Correlation Analysis⁢ was used to study the presence of correlation (as determined by calculated pairwise correlation coefficients) between the top 50 students' scores, with results presented per Table 1. JMP’s Multivariate platform was used to explore how many students’ scores relate to each other. The word multivariate simply means involving many variables (each Student Scores here) instead of analysis of only one (univariate) or two (bivariate) variables. From the Multivariate report, you can:

- Summarize the strength of the linear relationships on Exam Score between each pair of Student IDs, using the Correlations table
- Identify dependencies, outliers, and clusters using the Scatterplot Matrix
- Use other techniques to examine multiple variables, such as: partial, inverse, and pairwise correlations, covariance matrices, and principal components.

Table 1. Multivariate Correlation Analysis

<table>
<thead>
<tr>
<th>Correlations</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
<th>Student IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
</tbody>
</table>

From the Multivariate Correlation Analysis, there are Combination of (50, 2) = 1,225 correlation coefficients (where the notation (A,B) denotes “A choose B”, where choose denotes a linear combination) between any two students (A and B). This massive correlation table is a good start to visualize any correlation pattern, but not too effectively to draw any inference on systematic patterns, due to lack of concise summarized information. A better analysis than the Multivariate Correlation Analysis is needed for a deeper investigation.

2.2 Sort Students’ Score

To further detect any cheating pattern from any table, the authors then sorted students’ scores (reference column) from top to bottom, as presented per Table 2. The sorted data shows that for some scenarios of students sitting at the same – Table No.1, No.15, No.17, and No.4 – not less than 2 of the three students received the same or a very similar score. There is a fair chance that students sitting at the same table have similar scores by random chance. And so, the same total score by student does not definitively prove that cheating occurred, and stronger evidence would be given by finding that suspected students have a similar pattern of answers on the majority of questions! Therefore, we cannot just conclude cheating based on the analysis so far. A better analytical tool to reliably uncover any patterns which would indicate cheating is still needed.
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3. Data Mining Algorithms and Results

The authors explored more powerful Data Mining algorithms to detect the patterns which would suggest cheating with greater reliability and confidence. JMP 12 Hierarchical Clustering Dendrogram, Heat Map, and Principle Component Analysis were used to detect any cheating pattern.

3.1 Hierarchical Clustering Dendrogram Analysis

Hierarchical Clustering Analysis (HCA)\(^4\) was used to further analyze and uncover evidence of cheating. In data mining and statistics, hierarchical clustering (also called hierarchical cluster analysis or HCA) is a method of cluster analysis which seeks to build a hierarchy of clusters. Strategies for hierarchical clustering generally fall into two types\(^5\):

- **Agglomerative**: This is a "bottom up" approach: each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy.
- **Divisive**: This is a "top down" approach: all observations start in one cluster, and splits are performed recursively as one moves down the hierarchy.

In the general case, the computing time of the Agglomerative approach is faster than the Divisive approach. Optimal efficient agglomerative methods have been developed to significantly improve the computing algorithm for large data sets\(^6,7\). The main objective of this analysis was to search for the degree of similarity among exam answers, and to search for patterns (and trends) of similarity, among the students. The Agglomerative approach can identify a clustering pattern faster and more accurately. The Divisive approach may not split the student’s scores which are more concentrated on the bottom level efficiently.

Therefore, the authors chose the Agglomerative approach. This approach builds the hierarchy from the individual elements by progressively merging clusters based on a defined distance metric (Euclidean distance). The distance is calculated by the answering discrepancy of each question. This HCA approach can pair the students with similar exam answering patterns and use clustering to isolate those students who cheated from the other students. While Correlation analysis is limited in that it only compares the total exam score per student, Clustering analysis goes a step further since it considers the pattern(s) in which specific questions were answered between students.
JMP 12 was used to calculate the closest distance (the affinity) among all 1,225 pairs, and grouped the first pair, at the strongest affinity (based on their similar answering pattern; see Figure 1 Dendrogram Tree). The linkage criterion determines the distance between sets of observations as a function of the pairwise distances between observations8,9, and 10. After grouping the first pair, JMP 12 software calculated the center of the new formed group and found the next strongest affinity pair until the pairs were broken down as shown in the Dendrogram11 (Figure 1). Four groups {[(49, 50), (4, 45), (26, 44, 35), (36, 43)]} suspected of cheating were identified. These results are very similar to the previous analyses, using Correlation (Table 1) and Sorting (Table 2), respectively. The result of this analysis – combined with the learnings from the previous – provides very convincing evidence that cheating occurred; it illustrates that the instances where students obtained similar or the same scores occurred where these students were sitting next to each other (at the same table).

To further answer the question, authors conducted the JMP Clustering History Analysis (Table 3). Based on the distance metric, the first five clusters were significantly shorter than the following ones. The authors ran the distance outlier test and identified that the lowest five distance numbers were statistically significantly less than the other 44 distance numbers. There is a significant difference in magnitude separation from that of the first five clusters and the remaining ones (bimodal distribution). To ensure the cutoff point (between the first five and the rest) was correct, the authors checked the next five clusters (44-40) in Correlation Analysis (Tables 1 and 2). A weak correlation on their scores was observed, and further their tables were also far away each other. Therefore, we can limit and focus further clustering analysis on the top five clusters. The author’s added Exam Table information to verify the hypothesis that cheating occurred in these particular groups. Based on the clustering history, 4 out of the 5 pairings correspond to students that sat at the same table. The 2nd pairing – from two students who sat at different tables – came from the two students with the top exam scores. These two students were sitting at Table 2 and Table 25 (far away each other). The authors made an assumption that the probability of cheating is zero among pairs of students sitting at different tables (and did not incorporate seating distance as a factor in this analysis). Further, we do not find it surprising that the two top-scorners had similar patterns of answers given that they both scored highly on the exam and therefore selected most of the ‘correct’ answers. The data per Table 2 also showed no objective evidence that students from different tables had high correlation between scores or between answering patterns (except the top two students already identified). Hierarchical clustering analysis yielded very strong evidence of cheating where patterns existed, as evidenced by the significantly lower pairing distance between groups indicated in Red vs other groups (Table 3). Students from Table 1, 4, and 15 have been identified with answer patterns indicative of cheating on the exam. Table 17 (identified in the correlation analysis) is gone in the Clustering analysis. Therefore, clustering analysis is more reliable than correlation analysis.
3.2 Enhanced Hierarchical Clustering Dendrogram Analysis
In order to improve the model accuracy (avoid misjudgement), authors have identified the six most difficult questions shown in Figure 2.

![Image of the six most difficult questions]

Students more likely picked the same “correct answer” if question is very easy; less likely picked the same “wrong” answer if question is very difficult. Authors have redone the clustering analysis based on these six most difficult questions. As shown in Figure 3 Clustering Analysis, Tables 1, 4, and 15 were identified as cheating tables and their clustering joint distance = 0.000, which means the students from these tables have the identical wrong answers on all six questions. The chance for randomly picking up the same wrong answer = \((1/5)*(1/5)*4= 16\%\) chance. The probability of picking the same wrong answers on all six difficult questions is \((16\%)^6 < 0.002\%.\) The enhanced clustering model can defend the cheating detection pattern with more than 99.998% confidence. Therefore, students could not defend their cheating pattern in front of this enhanced clustering analysis.
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3.3 Heat Map Analysis

JMP Heat Map analysis was conducted to visualize the cheating pattern among the students identified in previous Dendrogram analysis. The easiest way to understand a heat map is to think of a cross table or spreadsheet which contains colors instead of numbers. The default color gradient sets the lowest value in the heat map to dark blue, the highest value to a bright red, and mid-range values to light gray, with a corresponding transition (or gradient) between these extremes. Heat maps are well-suited for visualizing large amounts of multi-dimensional data and can be used to identify clusters of rows with similar values, as these are displayed as areas of similar color\cite{12,13,14}. It’s very clear from the Heat Map, SID (26, 35, and 44), SID (36, 43) and SID (49, 50) have similar heat map color patterns. This graphical analysis could provide a simpler way of showing objective evidence of answer pattern that indicate cheating among these students.

Figure 3. The clustering analysis of six most difficult questions.

Figure 4. Heat Map Analysis
3.4. Principal Component Analysis (PCA)

Lastly, the authors conducted Principle Component Analysis using JMP 12, with results shown in Figure 3. Principal Component Analysis (PCA) is the general name for a technique which uses sophisticated underlying mathematical principles to transform a number of possibly correlated variables into a smaller number of variables called principal components.

The origins of PCA lie in multivariate data analysis based on Matrix Eigenvalue and Eigenvector algorithms used to derive the two strongest principle components in a linear combination of all the answering variable dimensions\textsuperscript{15,16,17,18}. PCA is a very powerful tool for reducing variables’ dimensions in larger data sets, in order to reduce the amount of computation and to make the analysis output easier to interpret. The authors used JMPs PCA algorithm to verify the previous clustering patterns observed, as shown by a map of the top two principle components (eigenvectors; Figure 3).

PCA analysis has identified the same four clusters as those indicated by Hierarchical Clustering Analysis. Students SID (26, 35, and 44), SID (36, 43) and SID (49, 50) were assigned in the same region based on the top two principle components (in X-Y). Even the mathematical calculation is different between Hierarchical Clustering (Euclidean Distance) and Principal Component Analysis (Linear Algebra Matrix Eigenvector), but the practical results – which convincingly show those same students that have same or similar answer patterns – are identical. This a good practice to cross-validate three different Data Mining algorithms or tools on reaching the same result and in making the same decision point. At this moment, it would be difficult for students to argue in defense of cheating based on the degree of similarity in the answer patterns identified. Data mining analytical tools (Dendrogram, Heat Map, and Principal Components Map) are significantly more powerful for discovering complicated patterns of association than traditional Analytical Tools (such as Correlation Analysis). PCA also indicated some inter-table cross cheating pattern as shown in Figure 5. SID 35 from Table 1 and SID 36 from Table 4 are in the overlapping area of two PCA clusters. There is a significant chance that these two students may involve in any cross-table cheating activity. Based on the table location, Table 4 is just right next to Table 1 in a short distance. PCA model is more powerful than clustering algorithm to detect such cross-table cheating pattern. This observation may indicate the power of linear combination (eigen vectors) may be more powerful than hierarchical clustering analysis.

![Figure 5. Principle Component Analysis Map](image)
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4 Results
Results from all analyses presented previously are summarized per Table 4. Three cheating tables were identified after taking into account each of the four analyses used. Table 17 was identified as suspect of cheating in the Correlation Analysis, but not in the other three analyses. Correlation Analysis is only based on the accumulated score, not on the correspondence between patterns of answers between individuals. Therefore, with Correlation Analysis there may be a chance of wrong detection (Alpha risk) of cheating, since two students can have the same or similar scores when seated at same table, but their pattern of answers by question can differ significantly. PCA model is more powerful than clustering algorithm to detect such cross-table cheating pattern. This observation may indicate the power of linear combination (eigen vectors) may be more powerful than hierarchical clustering analysis.

The above results have demonstrated the powerful prediction accuracy of detecting similar patterns of answers between students sitting at the same table when taking a multiple-choice exam. The methods and analyses used herein have been shared with other faculty and students in graduate school both to discourage cheating among students and to stimulate students’ learning by providing a practical example of real-world statistical techniques used in relation to their daily life.

Table 4. Summary of Data Mining Results

<table>
<thead>
<tr>
<th>Correlation Analysis (Table 2)</th>
<th>Clustering Analysis (Table 3)</th>
<th>Heat Map Analysis (Figure 2)</th>
<th>Principal Component Analysis (Figure 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Table 15 (SID 49, SID 50)</td>
<td>Table 1 (SID 35, SID 44, SID 26)</td>
<td>Table 1 (SID 35, SID 44, SID 26)</td>
<td>Table 1 (SID 35, SID 44, SID 26)</td>
</tr>
<tr>
<td>2 Table 1 (SID 26, SID 44, SID 35)</td>
<td>Table 15 (SID 49, SID 50)</td>
<td>Table 15 (SID 49, SID 50)</td>
<td>Table 15 (SID 49, SID 50)</td>
</tr>
<tr>
<td><strong>Table 17 (SID 5, SID 47)</strong></td>
<td>Table 4 (SID 36, SID 43)</td>
<td>Table 4 (SID 36, SID 43)</td>
<td>Table 4 (SID 36, SID 43)</td>
</tr>
<tr>
<td>4 Table 4 (SID 36, SID 43)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note Table 17 (highlighted) is not a likely candidate for cheating among students SID 5 and ID 47.*

5 Conclusions
The authors have utilized Data Mining Algorithms such as Multivariate Correlation, Hierarchical Dendrogram Clustering, Heat Map, and Principal Component Analysis to detect patterns in responses to multiple choice exams which indicate cheating took place among students. In the world of Big Data, there are no perfect algorithms which can provide a “catch all” solution to any given problem. Using several Data Mining tools together to cross-validate study results enables the student researcher to make more extensive inferences on their data by considering the data through multiple points of view. Ultimately, this offers the possibility of a more meaningful study conclusion, but choosing the right Data Mining tools or algorithms for the problem is critical for success so as to minimize the risk of algorithm bias. The Data Mining results in this paper serve as a powerful framework to help instructors to manage exam grading for multiple choice exams. By more accurately detecting cases of cheating on these exams, the use of a comprehensive exam question format can be avoided, saving Instructors’ exam preparation time and grading time. The authors have identified three tables where students were very likely to have cheated. The prediction accuracy should be very reliable since the answer choice correspondence patterns were identified using various data mining tools (Correlation, Clustering, Heat Map, and Principal Component Analysis) and achieving statistical significance. These students have a poor defense against claims of cheating, based on the extraordinary correspondence between their answers on the exam! The same Data Mining concept and algorithm choices can be applied to many other applications to uncover otherwise hidden patterns such as in: Sports Analytics, Customer Relational Management, or Biostatistics.
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