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Abstract
The Petri Nets are more powerful models as compared to the PERT/CPM charts. The Petri Nets show the same type of scheduling constraints as the PERT/CPM charts does. We can easily convert a PERT/CPM networks to a Petri Net model. This work shows how to use Petri net's for modeling and verifying project management networks. Software for a functional analysis of a Petri Net model is developed. The developed software enables analyzing of a system for its various properties irrespective of time. The software analysis is based on some approaches used to determine the various properties of PN model: liveness, safeness, reach-ability and conservativeness. This paper proposes a PN based modeling approach to provide a formal way to verify that all the activities are well connected in the project network. This PN model can then be analyzed through (PN based) scheduling techniques, used to find the critical path, used as a basis to develop algorithms for resource-constrained project management, and used for other decisions related to project management. The proposed PN based approach enables the project manager to consider not only resources but also all different types of variables/constraints related to a project, e.g. costs of activities.
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1. Introduction
CPM/PERT are major tools for project management. They are networks that show precedence relations of activities of a project with the activity times. They are used to find project completion time, which is the longest path in the network. They are also used to find other related information about the activities, e.g., slack time, earliest start and end time. All these analyses are made based on the infinite resource assumption. Then, resource allocation of the project is carried out. That is, finite resources are allocated to the project activities whose time requirements were calculated based on the infinite resource assumption. However, instead of this two-step approach to the resource-constrained project management, a one-step approach, through Petri nets (PNs), is possible. Furthermore, CPM/PERT do not provide a formal way to verify that all the activities are well connected in the project network. This paper proposes a PN based modeling approach to overcome these difficulties and to improve project management.

Liang, Chen and Wang (2000) introduced a project model, called SPREM, which extends CPM/PERT's notation to four types of vertices to express the non-deterministic and iterative behaviors of software engineering projects. They compared it with PN's, and discussed its analysis and behavioral properties. These properties are verified through several algorithms they proposed. However, as discussed in section 5, the well known place (transition) invariants help verify some of these properties without any additional algorithms.

Desrochers and Al-Jaar (1995) give some advantages of PN's: PN's capture the precedence relations; conflicts and buffer sizes can be modeled easily; PN models represent a hierarchical modeling tool with a well-developed mathematical and practical foundation. These advantages help model and verify (resource-constrained) project networks.

Several PN based approaches to project management were proposed in the literature. Jeetendra et al. (2000) evaluate conventional project management tools, state their inadequacies and list advantages of using PN's for project management. Chang and Christensen (1999) propose PM-Net for software development, which adopts the basic concepts of PN's with extensions to represent both decisions and artifacts. Ashok Kumar and Ganesh (1998) also
describe project management models with their inadequacies, and propose a new model based on PNs and demonstrate its usefulness for real-time activity scheduling in a resource-constrained project environment. However, these approaches need to modify and extend basic PN semantics and add new tools to analyze the project network. For example, Jeetendra et al. (2000) change PN semantics through a precedence matrix they developed. Conflicting transitions in traditional PNs behave concurrently in their definition. This matrix is then used to help determine floats and the critical path and to find deadlocks. Ashok Kumar and Ganesh (1998) also add several features to basic PN semantics for project management.

The proposed PN based approach facilitates modeling (resource-constrained) projects, and verifying some properties of the projects networks, exploiting the well known place (transition) invariants, through the basic PN definitions. That is, contrary to some approaches in the literature, there is no need to modify the basic PN semantics to model activities and decisions related to a project. This increases the capability of the basic PNs, without any extension in the theory, to model projects. Transitions are used to model all the preconditions, for an activity to start, which is modeled via a place. The place invariants are then used to verify some properties of the projects, as discussed in section 5. This model can then be analyzed through (PN based) scheduling techniques (Van der Aalst, 1995, 1996 and Herroelen and Leus, 2005), used to find the critical path (Chen and Chang, 2001), and used as a basis to develop algorithms for resource-constrained project management (Kim, et al. 2005 and Valls et al. 2005). These considerations are beyond the scope of this paper. The aim of this paper is to show how to model project networks with PNs without any modification or extension in the basic PN semantics, and how to compute the critical path and verify some project properties through the well known place invariants.

2. PERT / CPM Activity Networks

The foundation of the approach came from the Special Projects Office of the US Navy in 1958. It developed a technique for evaluating the performance of large development projects, which became known as PERT - Project Evaluation and Review Technique. Other variations of the same approach are known as the Critical Path Method (CPM) or Critical Path Analysis (CPA) (Erik and Will 2002) and (James 2001).

The heart of any PERT chart is a network of tasks needed to complete a project, showing the order in which the tasks need to be completed and the dependencies between them. This is represented graphically as shown in Figure 1. The diagram consists of a number of circles, representing events within the development lifecycle, such as the start or completion of a task, and lines, which represent the tasks themselves. Each task is additionally labeled by its time duration. Thus the task between events 4 and 5 is planned to take 3 time units. The primary benefit is the identification of the critical path. The critical path = total time for activities on this path is greater than any other path through the network (delay in any task on the critical path leads to a delay in the project). Diagram Symbols illustrated in Figure 2.

Project network complexity is often recognized way, but not completely understood by everyone. Boushaala (2010) proposed a new measure of project complexity. The developed measure showed more sensitivity to the changes in the network data and give accurate quantified results in evaluating the project complexity where the critical activities, the critical paths, number of critical activities to the total number of project activities, the length of critical path, the resource types and their availability are considered.
Figure 2: Symbols used in activity networks

3. Modeling with Petri Net’s

A Petri net (PN) is formally defined as a four-tuple \( C = (P, T, I, O) \) where \( P \) is a finite set of places \( p \), \( T \) is a finite set of transitions \( t \), \( I \) is a mapping from transitions to a subset of places (bag of input places) such that \( I(t) \) represents input places for transition \( t \), and \( O \) is a mapping from transitions to a subset of places (a bag of output places) such that \( O(t) \) represents output places for transition \( t \). Multiple occurrences of each in the input and output bags are allowed (Peterson 1981) and (Banaszak and Jedrzejek 1994).

A PN can also be described by a bipartite directed graph with two types of nodes: circles for places and bars for transitions. Directed arcs connected places and transitions. Let \( B(\ p, \ t) \) and \( F(\ p, \ t) \) be, respectively, the number of occurrences of places \( P \) in the input and output bags of transition \( t \). Then \( B, F \) and \( D = F - B \) respectively, define the backward, forward and incidence matrices of the PN. These matrices define the topology of the PN. The dynamics of the PN are defined by marking \( \mu \) of the PN; \( \mu \) is a state vector with \( \mu(p) \) is the number of tokens in place \( p \).

The dynamics of the PN are controlled by the execution of that PN. A PN executes by firing its transitions. A transition fires by removing tokens from its input places and depositing tokens at its output places. A transition may fire if it is enabled. A transition \( t \) is enabled in marking \( \mu \) if \( \mu \geq B.f_t \) where \( f_t = (0, 0, \ldots, 1, 0, \ldots, 0) \) with 1 corresponding to transition \( t \). If \( \mu' \) is a new marking after firing transition \( t \), then \( \mu' = \mu + D.f_t \) defines the dynamics of the PN. For a sequence \( \sigma \) of \( n \) transitions, the dynamics equation becomes \( \mu_n = \mu_0 + D.f \) where \( f = \sum_{t \in \tau} f_t \), \( \tau \) is a set of \( n \) transitions and \( \mu_0 \) is the initial marking; \( f \) is called the firing vector of the sequence. Each marking defines a state. Firing a transition may result in a new state. All the possible states define the state space of the PN. From an analytical perspective, it is quite important to determine all the reachable states. It is also important to determine whether or not the PN is live or dead-lock free, bounded (number of tokens in any place is finite in any marking), conservative (the weighted number of tokens in any marking is fixed and finite) and consistent (there is a firing vector with all positive elements). A live and consistent PN is cyclic, which is typical property of manufacturing systems. One may also be interested in other features of a PN as a controller, such as recoverability and fairness. Some of these properties can be mathematically analysed through the P-and T-invariants of the PN (Banaszak and Jedrzejek 1994) and (Pedro and Jose 2008).
3.1 Marked Graph
A marked graph is a PN in which each place is an input for exactly one transition and an output for exactly one transition. Alternatively, we can say that each place exactly one input and one output (Pedro and Jose 2008) and (Yen et al. 2008).

**Definition:** A marked graph is a PN \( C = ( P, T, I, O ) \) such that for each \( p_i \in P \), \( |I(p_i)| = |\{ t_j/p_i, O(t_j) \}| = 1 \) and \( |O(p_i)| = |\{ t_j/p_i, I(t_j) \}| = 1 \).

Marked graphs can model concurrency and synchronization but cannot model conflict or data-dependent decisions.

The properties which have been investigated for marked graphs have been Livens, safeness, and reach-ability.

Marked graphs can model concurrency and synchronization but cannot model conflict or data-dependent decisions. In the investigation of these properties, the major structural parts of a marked graph of interest are its cycles. A cycle in a marked graph is a sequence of transitions \( t_j t_{j2} \ldots t_{jk} \) such that for each \( t_jr \) and \( t_{jr+1} \) in the sequence there is a place \( p_ir \in O(tjr) \) and \( p_{ir+1} \in I(tjr+1) \) and \( t_j1 = t_{jk} \). A cycle is such a closed path from a transition back to that same transition.

If \( P' \subset P \) is a subset of places that compose a cycle, then the characteristic vector \( U = ( u_i | i = \{ 1, 2, ..., n \} \) such that \( \text{crd}_i U = 1 \) for \( p_i \in P' \), is a \( p \)- invariant of PN. If \( U' \) and \( U'' \) are \( p \)- invariants of PN, then \( U = U' + U'' + ... \) is also a \( p \)-invariant of PN, where \( \text{crd}_i U = u_i \) for \( U = (u_1, u_2, ..., u_n) \) (Pedro and Jose 2008).

3.2 \( p \)- Invariant

\( U \) is said to be a \( p \)-invariant of a PN if and only if \( U = (u_1, u_2, ..., u_n) \) is a vector such that \( D^* U = 0 \) and \( u_i \geq 0 \) for \( I = 1, 2, ..., n \) and \( D \) is the incidence matrix. The following theorem provides the condition allowing solving the reachability problem states. Given a Petri net \( C = ( P, T, I, O, \mu_0 ) \) with marking \( \mu_0 \) (\( C, \mu_0 \)) and marking \( \mu^{' } \) (\( C, \mu_0 \)). The problem is if \( \mu^{' } \) is reachable from \( \mu \), i.e. \( \mu^{' } \) (\( C, \mu_0 \)) (Valls and Quintanilla 2005) and (Amiruddin et al. 2009).

**Theorem (1):** Let \( \mu_0 \) be an initial marking and let \( \mu \) (\( C, \mu_0 \)). If \( U \) is an \( p \)-invariant, then \( \mu_0 U^T = \mu U^T \)

The above theorem provides the condition allowing solving the so called reachability problem. The problem can be stated as following. Given a PN \( C = ( P, T, I, O, \mu_0 ) \) with marking \( \mu \) (\( C, \mu_0 \)) and marking \( \mu^{'} \) (\( C, \mu_0 \)). Is \( \mu^{'} \) reachable from \( \mu \), i.e. \( \mu^{'} \) (\( C, \mu_0 \))? As shown in Figure 3 (Buseif 1997).

3.3 Software for a Functional Analysis of a Petri Net Model

The developed software enables analyzing of a system for its various properties irrespective of time. Functional analysis has been used in the Petri net to refer to this type of analysis. The software analysis is based on some approaches used to determine the various properties of PN model: livens, safeness, reach-ability and conservativeness. Figure 3 shows the flow chart of computing \( p \)-invariants.

![Figure 3: Flow chart of computing P-invariants](image-url)
4. Headings Conversion of PERT/CPM Charts into Equivalent Petri Net Model

The Petri Nets show the same type of scheduling constraints as the PERT/CPM charts does. We can easily convert a PERT/CPM networks to a Petri Net model. Each activity in the PERT chart is represented by a place, while the precedence constraints are represented by the transitions. In CPM chart each event is represented by place (transition), while the activity is represented by transition (place). The Petri Net is excellent vehicle to represent the concurrency and precedence constraints of the PERT chart. In modelling the PERT chart with the Petri Net, activities that are represented by places and transitions are reserved to model multiple resources of limited amounts. Figure 4 demonstrates the conversion process of PERT/CPM charts into Petri net chart.

The Petri Nets are more powerful models as compared to the PERT/CPM charts. The following reasons may be given for it:

- The repeated performance of activities, if necessary, can be modelled by the PN.
- Required resources per activity appear explicitly as tokens in representation.
- Non-deterministic aspects can be dealt with. For example: the order in which a particular resource performs some tasks may not be totally specified.

5. Modeling Project Networks through Petri Nets

By definition of a project, the project is completed when all the activities are processed exactly once. In PN terminology, this means that all the transitions must fire exactly once, i.e. \( U.D = 0 \) for \( U = 1 \), where \( 1 \) is a column vector with all entries being one. This transition invariant verifies that the precedence relations among the activities are well established (the nodes are strongly connected), i.e. the project can be completed. Note that because the PN model of a project is a marked graph, the transition invariant is also a sufficient condition. \( D.1 = 0 \) means that the sum of each and every row of \( D \) should be zero. Hence, to verify that the project can be completed, it is sufficient to show that the incidence matrix of the PN model of the project has this property and that the PN is a marked graph. The following demonstrates this through an illustrative example. Consider a project consists of 8 activities A, B, C, D, E, F, G, and H with their times of completion as shown in Table 1 (Amiruddin et al. 2009).

The project will be finished after 21 weeks, which is the CPM network contains two of critical paths. The first critical bath consists of 4 activities A, B, E, and H, and the second critical bath consists of 5 activities A, B, D1, F, and H. The activities D1 and D2 were dummies with zero duration. Figure 5 shows A CPM project network for Table 1 with completion time for the project.
Table 1: The sequence of the project activities

<table>
<thead>
<tr>
<th>Activity</th>
<th>Predecessor(s)</th>
<th>Duration (Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>----</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>6</td>
</tr>
<tr>
<td>C</td>
<td>A</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>E</td>
<td>B</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>B, C, D</td>
<td>4</td>
</tr>
<tr>
<td>G</td>
<td>B</td>
<td>1</td>
</tr>
<tr>
<td>H</td>
<td>E, F</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 5: A CPM project network for Table 1 with completion time for the project [13]

Figure 6: Petri net (PN) model of Figure 5

Figure 6 shows the PN model of the project network in Figure 5. For example, activity A (PA) needs 3 days to be completed. Activity times are denoted within the circles (places), which model the timed places. The bars denote immediate transitions, which model logical conditions (transitions t1 and t2 were pre and post conditions of PA) and take zero time to fire. The same as for the other activities from B through H including dummy activities D1 and
D2 have pre and post conditions represented in transitions. All other places P1, P3, P4, … , and P20 were connection places between all the project activities, for example P3 is the connection between the two activities PA and PB through t2 which is post condition of PA and t3 which is precondition of PB, as well as for the other remaining places ( e.g. P4, P5, … , P20 ) and needs zero time to be completed.

The incidence matrix of Figure 6 is shown below. The sum of each and every row of the incidence matrix should be zero and each and every column should have at least one -1 and +1 entry to verify that the corresponding PN models the project correctly, i.e. all the activities, hence the project, can be completed.

In order to illustrate the application of the approach proposed, let consider the example provided in the previous example of Figure 6. An event graph (like PN in general) said to be strongly connected if there is a directed path joining any node A to any node B of the graph. The event graph presented in Figure 6 strongly connected. We also define an elementary circuit in a strongly connected event as a directed path goes from one node, i.e. a place or transition, back to the same node, which any other node is not repeated. For instance, Figure 6 exposes five elementary circuits, namely:

\[
\begin{align*}
\gamma_1 &= (p_1, t_1; p_A, t_2; p_3, t_3; p_B, t_4; p_9, t_8; p_G, t_17; ) \\
\gamma_2 &= (p_1, t_1; p_A, t_2; p_3, t_3; p_B, t_4; p_{10}, t_9; p_{E}, t_{14}; p_{19}, t_{16}; p_{H}, t_{17}; ) \\
\gamma_3 &= (p_1, t_1; p_A, t_2; p_3, t_3; p_B, t_4; p_{11}, t_7; p_{D1}, t_{12}; p_{17}, t_{13}; p_{F}, t_{15}; p_{20}, t_{16}; p_{H}, t_{17}; ) \\
\gamma_4 &= (p_1, t_1; p_A, t_2; p_3, t_3; p_C, t_{12}; p_{17}, t_{13}; p_{F}, t_{15}; p_{20}, t_{16}; p_{H}, t_{17}; ) \\
\gamma_5 &= (p_1, t_1; p_A, t_2; p_5, t_6; p_{D}, t_{10}; p_{13}, t_{11}; p_{D2}, t_{12}; p_{17}, t_{13}; p_{F}, t_{15}; p_{20}, t_{16}; p_{H}, t_{17}; )
\end{align*}
\]

If the number of tokens in a marking remains fixed for all markings in the reachability set, the Petri net is then said to be strictly conservative. An immediate consequence of conservativeness is boundedness of the Petri net. The boundedness property implies that the number of tokens in any place does not increase beyond a limit. This in turn guarantees a finite reachability set for the Petri net. If there exist an U with all positive elements the Petri net is then said to be conservative.

If \( U = (1,...,1) \) then the Petri net is strictly conservative. The total number of tokens in \( \gamma_i \) ( i=1,2,…,5 ) is then:
\[ n_1(\gamma_1) = \mu(p_1) + \mu(p_A) + \mu(p_3) + \mu(p_B) + \mu(p_9) + \mu(p_E) = 1 + 0 + 0 + 0 + 0 + 0 = 1 \]
\[ n_2(\gamma_2) = \mu(p_1) + \mu(p_A) + \mu(p_3) + \mu(p_B) + \mu(p_{10}) + \mu(p_G) + \mu(p_{19}) + \mu(p_H) = 1 + 0 + 0 + 0 + 0 + 0 + 0 + 0 = 1 \]
\[ n_3(\gamma_3) = \mu(p_1) + \mu(p_A) + \mu(p_3) + \mu(p_B) + \mu(p_{11}) + \mu(p_{D1}) + \mu(p_{17}) + \mu(p_F) + \mu(p_{20}) + \mu(p_H) = 1 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 = 1 \]
\[ n_4(\gamma_4) = \mu(p_1) + \mu(p_A) + \mu(p_4) + \mu(p_C) + \mu(p_{17}) + \mu(p_F) + \mu(p_{20}) + \mu(p_H) = 1 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 = 1 \]
\[ n_5(\gamma_5) = \mu(p_1) + \mu(p_A) + \mu(p_5) + \mu(p_D) + \mu(p_{13}) + \mu(p_{D2}) + \mu(p_{17}) + \mu(p_F) + \mu(p_{20}) + \mu(p_H) = 1 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 = 1 \]

Therefore, the total P–invariants of all loops \( U = (5, 5, 3, 1, 1, 1, 1, 1, 1, 1, 3, 1, 3, 1, 3, 4) \).

By applying the equations: \( U \cdot D = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \), this means that the system is deadlock free.

To compute the total time for each loop to find the critical path(s) as follows:
\[ \gamma_1 = (p_1, p_A, p_3, p_B, p_9, p_G) = 0 + 3 + 0 + 6 + 0 + 1 = 10 \text{ weeks} \]
\[ \gamma_2 = (p_1, p_A, p_3, p_B, p_{10}, p_G, p_{19}, p_H) = 0 + 3 + 6 + 0 + 4 + 0 + 8 = 21 \text{ weeks} \]
\[ \gamma_3 = (p_1, p_A, p_3, p_B, p_{11}, p_{D1}, p_{17}, p_F, p_{20}, p_{19}, p_H) = 0 + 3 + 6 + 0 + 0 + 0 + 4 + 8 = 21 \text{ weeks} \]
\[ \gamma_4 = (p_1, p_A, p_4, p_C, p_{17}, p_F, p_{20}, p_H) = 0 + 3 + 0 + 4 + 0 + 4 + 0 + 8 = 19 \text{ weeks} \]
\[ \gamma_5 = (p_1, p_A, p_5, p_D, p_{13}, p_{D2}, p_{17}, p_F, p_{20}, p_H) = 0 + 3 + 0 + 3 + 0 + 0 + 4 + 0 + 8 = 18 \text{ weeks} \]

Then there are two critical paths \( \gamma_2 \) and \( \gamma_3 \), as the same as of the CPM network Figure 5.

6. Conclusions and Remarks

The proposed PN based approach to project management facilitated modeling (resource-constrained) projects, and verifying some properties of the projects networks, exploiting the well known place (transition) invariants, through the basic PN semantics. That is, contrary to some approaches in the literature, there is no need to modify the basic PN semantics to model activities and decisions related to a project. This increases the capability of the basic PNs, without any extension in the theory, to model projects. Places were used to model all the preconditions, including resources, for an activity to start, which was modeled via a place (transition). The place (transition) invariants were then used to verify some properties of the projects. This PN model can then be analyzed through (PN based) scheduling techniques, used to find the critical path, used as a basis to develop algorithms for resource-constrained project management, and used for other decisions related to project management.

The transition invariant means that the sum of each and every row of the incidence matrix should be zero. Hence, to verify that the project can be completed, it is sufficient to show that the sum of each and every row of the incidence matrix is zero, and that each and every column has at least one -1 and +1 entry.

The proposed PN based approach enables the project manager to consider not only resources but also all different types of variables/constraints related to a project, e.g. costs of activities. Any of these variables can be considered fuzzy as well. In this case, fuzzy arc weights cause the firing rule to be modified. These are possible future research directions.
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