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Abstract

Cognitive contexts such as customer service of semantic web systems need autonomous information retrieval processes. Deviation from randomness (DFR) is a methodology for modeling unstructured information retrieval using a weighting to generate a relevance ranking of documents based on the concepts of information content and information gain. This approach is very effective compared with others such as the Okapi-SLM model, however, proposes a document length normalization that uses the simple average of these lengths throughout the collection which may introduce statistical bias. Through quasi-experimental methodology we compare DFR basic model with an approach we have called DFRadj introducing an adjustment in the second normalization with the average lengths of the documents in the collection containing the search terms. As a result, it was found that the proposed adjustment allows an incremental improvement over the effectiveness of DFR basic model and it opens an interesting research line exploring the effect of new normalizations when the variability of length documents is high. We contribute to the state of the art finding evidence related to the influence of the documents length in the collection and specifically those containing the search terms; and we conclude this is crucial to achieving better heuristic solutions.
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1. Introduction

With the advent of the internet and information sharing networks in real-time, effective information retrieval has become a critical need. Particularly, it is relevant when the information is stored in an unstructured way (Amati G. and Van Rijsbergen C.J., 2002).

Today, research on the development of better ways of retrieving information is geared to various problems in cognitive contexts, among which is, for example, the customer service of semantic web systems, the provision of semantic robotic devices, the design of robust machine learning algorithms, smart manufacturing systems, the development of cognitive factories and cognitive value chains (Carpineto, C. et al, 2012).

The unstructured information retrieval systems (RI) select and retrieve documents that are relevant for users, according to previously submitted information needs. As a result, these systems return documents ordered according to cutoffs that determine the correspondence that has the information in the document and the need expressed by the user (Amati G, 2003).

One of the fundamental principles of IR systems is that not all the relevant words have the same discriminatory value. Therefore, various techniques have been developed to calculate and assign weights to words according to their discriminatory power (Ponte J.and Croft W. B., 1998). A successful approach is the information retrieval
This paper presents an overview of the DFR methodology and a quick description of its criteria basis. Then we make a proposal with an statistical adjustment to the model and present the results of a controlled quasi-experiment comparing the new procedure and according to standard indexing techniques, thus for conclusions and future research lines.

2. Literature Review

A classic information retrieval system is shown in Figure 1. Users enter information need to be retrieved from a collection of unstructured documents. It performs a process of consultation and the RI system scans the entire collection and returns a set of relevant documents from an algorithm or discriminatory rule (Vilares, 2008).
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Figure 1: Information retrieval system in a basic model (Vilares, 2008).

The initial approach DFR probabilistic model is identical to other classical models of Information Retrieval (IR). As with any IR system, it starts with a need for information entered by the user in a query and a collection of documents indexed on which the search is performed (Amati G. et al, 2001). In a cognitive robotics application, this needs come from the immediate environment or human interaction, for example, instructions translated through voice recognition (Carpineto, Romano et al, 2013).

From internal representations typically in the form of text, the system tries to identify those documents that meet the need, ie which documents are relevant to the query.

The difference lies in how and based on what correspondence is calculated between the query and the documents in the collection. For example, in the case of vector model (Baeza-Yates and Ribeiro-Neto, 1999; Robertson S., Walker S., and Hancock-Beaulieu M., 1998), it is calculated with a formal mathematical basis (vector algebra), but there is no theoretical result to suggest that the process for calculating these correspondences is the correct or most appropriate.

Although it uses a mathematical basis, in a way, this approach passes blindly making changes and approximations in the calculation scheme of correspondences and, then, experimentally verify if the assumptions were correct and could improve the results.
Given a query, any IR system until today, reaches an uncertain understanding of the need for information that the query represents. Similarly, given the representations of the query and the documents, these systems currently can only try, with a level of uncertainty, the provision of a determination about whether the content of a document responds to the need of information or if it does.

The IR algorithms based on probabilistic models, initially raised in the '70s, resurfaced hard from the 90s, currently enjoying much attention from researchers in IR (Robertson, 1977). Under this approach, the mathematical functions that analyze the content matching the needs estimate the probability that a document is relevant to the query, as opposed to the concept of degree or measure of relevance of other models (Robertson and Belkin, 1978; Zhai and Lafferty, 2001). Consequently, the returned documents can be sorted based on the estimated probability of relevance to the query, instead of using a similarity measure.

The principle of sequencing by chance (probability ranking principle) is the theoretical basis on which probabilistic models are based. This principle shows that optimum recovery is one in which the documents are returned sorted in descending order according to their probability of relevance to the query terms.

More specifically, a probability model normally returns documents ranked according to the probability $P(R|dj,q)$ of a document $dj$ belongs to the set $R$ of relevant documents to a query $q$, in other words, the probability that a document $dj$ is relevant to a query $q$ (Vilares, 2005).

Moreover, if in addition to an optimal sequence is also desired optimal result set, it is possible to apply Bayes' theorem, according to which the documents returned-those considered relevant-should be those for which the probability $P(R|dj,q)$ to be relevant to the query is greater than the probability $1-P(R|dj,q)$ not to be relevant to the query. That is, according to this principle, a document $dj$ is relevant to a query $q$ if and only if:

$$P(R|dj,q) > 1-P(R|dj,q)$$

DFR, rather than a model, is a methodology for modeling recovery, which allows the assignment of weights to generate the ranking of relevant documents that are related to the user's information need (Carpineto, Kuznetsov, et al, 2013). Like others, starts from the assumption that if a word appears in a document much more than expected, this document addresses this issue.

For practical purposes, in the following sections of this document will be used basic variables below (Amati et al, 2007):

- $ft$: the number of occurrences of the term $t$ in the collection.
- $ft,d$: the number of occurrences of the term $t$ in the document $d$.
- $ft,q$: the number of occurrences of the search term $t$ on query $q$.
- $nt$: the number of documents in which $t$ occurs.
- $D$: the number of documents in the collection.
- $T$: the number of terms in the collection.
- $\lambda t$: the ratio between $ft$ and $T$.
- $ld$: the length of the document $d$.
- $lq$: search length $q$
- $avr ld$: average length of documents in the collection.

The DFR methodology, whose main exponent is the system Terrier (Amati et al, 2007), is based on Poisson model-2 defined by Harter in 1975. However, houses important differences from other popular approaches such as the Okapi probabilistic model (Robertson S. et al, 1994; Robertson S., Walker et al, 1998).

First, DFR models are not based on the principle of sorting by chance, since they do not work on the concept of probability of relevance of a document, but based on the concepts of information content and gain information (Amati and Van Rijsbergen, 2002). Thus, the documents are not sorted according to their
probability of relevance to the query, but regarding the information gain obtained, besides returning weight concept \(wij\) of a term in a document \(dj\) to the calculation of a gain term level.

Second, the DFR are nonparametric models, so, they don’t need any experimental adjustment for parameters, as in the case of Okapi-SLM model (Carpineto C. et al 2001; Amati G. et al, 2003). In the DFR logic, if one assumes that the distribution of terms in documents throughout the collection should be random (according to the Poisson model-2), then it is possible to measure the amount of information carried by a term in a document \(dj\) based on the difference between the actual distribution of the document and its expected distribution under the random model (Spärck Jones K. et al, 2000).

That is, if a word appears in a document many more times than could be estimated probabilistically, then it seems logical to assume that this document is on the subject.

When we are defining a DFR model, we must to determine its three components, which are specified in the calculation of the weight \(wij\) of a term in a document \(dj\):

\[
wij = tf_q \times Inf_1 (tf_i) \times Prisk (tf_n_i)
\]

where,

- \(tf_q\): the term frequency in the query \(q\)
- \(Inf_1\): the informational content of the term \(t_i\) in the document \(d_i\)
- \(Prisk\): an expression of the risk assumed by accepting the term \(t_i\) as a valid descriptor of the document \(d_i\)
- \(tf_n_i\): the frequency \(tf_i\) of the term \(t_i\) in the document \(d_i\) after being normalized based on the length of the document.

Any DFR model has three components (Carpineto et al, 2001). The first one is the randomness model whereby it is assumed that the terms are distributed and which is given by a probability function \(Prob_1\) where \(Prob_1 (tf_i)\) is the probability that the term \(t_i\) appears \(tf_i\) times in document \(dj\). One of the simplest cases is to use a binomial distribution as follow (but there is another options, for example, to use the geometric distribution):

\[
Prob_1 (tf_i) = \left(\frac{TF_i}{tf_i}\right) \times p^{tf_i} \times q^{TF_i - tf_i}
\]

where,

- \(p = 1/N\) and \(q = 1-p\)
- \(tf_i\) is the term frequency \(t_i\) in the document \(dj\)
- \(TF_i\) is the total frequency of the term \(t_i\) in the collection
- \(N\) is the number of documents in the collection

According \(Prob_1\) function is used, a different model is obtained with this calculation, and we can estimate the informative content of a term in a document (Levow G., 2005; Vilares J., 2008).

Collections have two types of words. First, the "specialty words" which are those of higher information content and are concentrated in the documents "elite" and, therefore, they are more useful for the recovery process and their distribution is different than expected from the random model. Second, there are the non-specialty words; those with a low informative content (as stop words), and which involves a random distribution along the collection (Savoy J., 2001).

So, if according to the distribution model adopted, a term has a high probability of appearing in a document, it is assumed that it is a word "non-specialty", ie low information content. Conversely, if a term has a low probability of appearing in a document, then it is a "word of specialty".

Based on these criteria, we define the informative content of a term in a document \(Inf_i\) as:
\( \text{Inf}_1 = -\log_2 \text{Prob}_1 \)

The second component of a DFR model is called “first normalization”. The basic idea behind this technique is:

"If an uncommon term (word of specialty), does not appear in a document, we can assume that the probability of being informative on the issue of the document is low or absent. Thus, if we accept that term as a valid descriptor of that document, we will be taking a very high risk because there are indicators that suggest that it is unreliable. Conversely, if an uncommon term appears repeatedly in a document, then we can assume that their probability of being informative on the issue of the document, is very high. Consequently, if we take it as a descriptor, the risk assumed in this case is very low... " (Vilares, 2008).

If \( \text{Prob}_2 \) is the probability of a term \( t_i \) to be informative in relation to the subject in the document \( d_j \), we can define the risk function \( \text{Prisk} \) associated to the fact of taking \( t_i \) as term representative of \( d_j \) as:

\[
\text{Prisk} = 1 - \text{Prob}_2
\]

Normalization refers to this component is \( \text{Inf}_1 \) multiplying by \( \text{Prisk} \) and so, weigh the initial informative content \( \text{Inf}_1 \) of a term in a document based on the risk assumed by taking the term as a valid descriptor of that document.

You can mention two known models for the function \( \text{Prisk} \), one based on the Laplace law of succession, and is known as normalization L:

\[
\text{Prisk} = \frac{1}{(t_{fi} + 1)}
\]

and another based on binomial distributions, which is known as standardization B:

\[
\text{Prisk} = \frac{T_{fi} + 1}{df_i \times (t_{fi} + 1)}
\]

where \( df_i \) is the number of documents in the collection that contain the term \( t_i \).

The third component of a DFR model is called “second normalization” and pursues to normalize the term frequency of \( t_i \) ( \( t_{fi} \)) in the document \( d_j \) based on the document length and the average length of a document in the collection. The resulting normalized value, \( t_{fnij} \), is the value used when finally we calculate the weight, rather than the initial frequency \( t_{fi} \). One way of performing this normalization is shown as follows:

\[
t_{fnij} = t_{fi} \times d_{avg} / d_l
\]

where \( d_l \) is the document length and \( d_{avg} \) is the average length of documents in the collection.

Another way of normalization is also referenced in comparison exercises (Amati et al, 2005) and is as follows:

\[
t_{fnij} = t_{fi} \times \log_2 (1 + (d_{avg} / d_l))
\]

Then, the weight assigned will be:

\[
\omega_{t,d} = \log_2 (1 + \lambda_d) + f_{t,d} \times \log_2 ((1 + \lambda_d) / (\lambda_d)) \times [ (f_{t} + 1) / (n_{t} \times (f_{t,d} + 1)) ]
\]

where,

\[
f_{t,d} = t_{fi} \times \log_2 (1 + (c \times \text{avr}_{ld}) / l_{d})
\]
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where $c$ is a free parameter which normally is automatically established (Ouni and He, 2005)

3. Exploring an adjustment over the second normalization of a DFR basic model

The second normalization, as mentioned in the previous section, takes as its starting point the length of document $d$ and the average length of the documents in the collection. However, we think that the simple average, despite being in the presence of a huge number of documents, can introduce bias when many documents where the term does not appear also affect the weight assigned and there is an inherent variability in the lengths of the documents in the collection.

From this premise, we hypothesized that the approach of a DFR model can increase effectiveness if the second normalization is performed on the basis of the segment of the collection in which the term occurs.

An quasi-experiment was conducted using standard techniques of indexing a collection of documents in Spanish language, corresponding to the base EFE95 EFE94 and CLEF 2003 (questions 141-200) using the abbreviated statements (short questions). DFR was adjusted by changing the variable $dl_{avg}$ for $dl_{avg \ aj}$ referred to the average length of the documents in the collection, in which the term $t_i$ appears; and not the size of the total collection assuming statistically large collections.

This is a quasi-experiment because we use specific collections and an specific language. It is not performed with a random assignment of searches and not implemented from multiple collections selected through a pattern of randomness. Therefore, the results can be considered valid for the specific context of application. However, the basis of documents used are experimentally validated over more than 15 years by the international scientific community, in this way, we can be satisfied if the new setting shows improved information retrieval because we can introduce strong assumptions of generalization. As Peters and Braschler (2003) say, “the popularity of the Internet and the consequent global availability of networked information sources for an increasingly vast public have led to a strong demand for efficient cross-language information retrieval (CLIR) systems that allow users to search document collections in multiple languages and retrieve relevant information in a form that is useful to them, even when they have little or no linguistic competence in the target languages” (Braschler and Peters, 2002). Therefore, CLIR systems allow users of internationally distributed knowledge bases to find and retrieve relevant information in whatever language it is stored.

The best known evaluation campaign for information retrieval systems is the Text REtrieval Conference (TREC) series, organized in the United States since 1991, mostly by the National Institute for Standards and Technology (NIST) (Hie mstra and Kraaij, 1998). From 1997 to 1999, TREC included a track for the evaluation of Cross-Language IR for European languages (CLEF, 2011). This track was coordinated jointly by NIST and by a group of European volunteers that grew over the years. However, probably due to a lack of experience with TREC, the result was a set of very simplistic topics in all the languages, and there were also some problems with the translations because it is difficult for nonnative speakers to select the most appropriate and natural terms in a target language. Another problem was that the NIST assessors working in a foreign language needed much longer than normal to make the relevance judgments. These and other difficulties led to the decision to make native speakers responsible for topic preparation and relevance assessment in following campaigns.

The Cross-Language Evaluation Forum (CLEF) was launched in January 2000 with the goal of continuing and extending the activities begun in the CLIR track at TREC. The declared objectives of CLEF are declared as follow: to provide an infrastructure for the testing and evaluation of information retrieval systems operating on European languages in both monolingual and cross-language contexts; to construct test-suites of reusable data that can be employed by system developers for benchmarking purposes and, finally, to create an R&D (research and development) community in the cross-language information retrieval (CLIR) sector (CLEF, 2012).

The organization of the CLEF campaigns developed several tracks: multilingual information retrieval, bilingual information retrieval, monolingual (non-English) information retrieval, domain-specific retrieval, and interactive cross-language retrieval. Then, we used a valid CLEF collection in order to compare our
results with the DFR basic model and the Okapi model too. These results and their analysis are presented in next section.

4. The quasi-experiment results

Table 1 shows the results obtained by performing the proposed quasi-experiment. As observed, we generate two comparisons. The first one concerns the increase or decrease in the effectiveness of the retrieval between Okapi-SLM and the proposed model. This is a recommended step because Okapi-SLM still provide a reference point to be overcome in the first instance. The second comparison was made with basic DFR model showing, in this case, an effectiveness of 49.07%, using a recommended constant \( c = 4 \) and short questions.

Table 1: Results of the quasi-experiment using CLEF 2003 Spanish corpus (EFE 94 and EFE 95)

<table>
<thead>
<tr>
<th></th>
<th>( P_{\text{avg}} ) without the second normalization adjustment</th>
<th>( P_{\text{avg}} ) with the proposed second normalization adjustment</th>
<th>Absolute Deviation</th>
<th>% of improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Okapi basic model</td>
<td>46.06%</td>
<td>49.45%</td>
<td>3.39%</td>
<td>7.36%</td>
</tr>
<tr>
<td>DFR basic model, ( c=4 )</td>
<td>49.07%</td>
<td></td>
<td>0.38%</td>
<td>0.77%</td>
</tr>
</tbody>
</table>

The result of the proposed adjustment to the second normalization, in terms of the relevance of the selected documents (compared with the correct answers given by CLEF) is 49.45%, which means an absolute increase of 0.38% compared to the relevance of the documents selected without the proposed adjustment. This increase could be considered minimal, but represents an increase of 0.77% over the original DFR, which is a significant result, if one takes into account that have not been used NLP techniques or methods based on recursive algorithms.

NLP techniques allow us to explore the corpus under the criteria of syntactic and lexical use, which introduces the opportunity for improvement from the perspective of intrinsic relevance of each term in a specific language. In this case, the second normalization was not performed considering the documents in the collection that contains only the most relevant terms but all of them, which can be a critical to our quasi-experiment. But our justification is based on the initial research target: the search for evidence of improvement without changing the theoretical approach of the models selected for comparison.

Regarding Okapi which it is a typical criteria for comparison (Amati et al, 2003), the improvement is more significant (7.36%) and greater than the improvement achieved by DFR basic model without adjustment (6.53%).

5. Conclusions and Future Work

After the execution of the quasi-experiment, we conclude that the proposed adjustment to the second normalization of DFR basic model improves information retrieval, but effectiveness is not very strong. However, we can say that it does establish a relevant sign for model design efforts. That is, we think that the quasi-experiment gives us an optimization path because the adjustment indicates an incremental improvement in the information retrieval compared to that afforded by the DFR basic model and without the use of Natural Language Processing techniques.

Moreover, we contribute to the state of the art finding evidence related to the influence of the documents length in the collection and specifically those containing the search terms. We think this is crucial to achieving better heuristic solutions.
Some future research lines could be oriented to the study of consistency of the proposed adjustment to the DFR basic model using other collections in other languages. Additionally, the study of NLP techniques influence on the proposed adjustment; the study of the effect of the variability of the length of documents contained into the indexed collection; the study of the use of NLP with expansion techniques using the new proposed adjustment; the study of the relation between effectiveness and the proposed adjustment using segmentation by paragraph in the documents of the collection and the proximity of the search terms, and, additionally, to study the possible improvement of relevance considering the lexical type of the term in the second normalization.
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