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Abstract
The Capacitated Vehicle Routing Problem (CVRP) is one of the most popular routing problems. In the CVRP, a fleet of capacitated vehicles located at a central depot are used to deliver products to a set of geographically dispersed customers with known demand. In this work, a new two-step approach to solve the CVRP with a heterogeneous fleet is proposed. In the first step; a balanced K-means clustering algorithm is used to aggregate the customers into balanced clusters. In the second step, clusters are assigned to vehicles and a MIP model is solved with adding valid inequalities that are used to reduce the volume of the mathematical model. Then the problem is disaggregated to find the detailed tours for each vehicle. The proposed approach was used to solve benchmark problems from literature, and it proved its efficiency in terms of quality, vehicle utilization, and computational time. The contribution of this work is combining the clustering algorithm with cutting techniques in order to find near-optimal solutions within reasonable computational times.
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1. Introduction
The research on the Vehicle Routing Problem (VRP) started about sixty years ago when Dantzig and Ramser published their famous paper ‘The truck dispatching problem’ (Dantzig and Ramser, 1959). Since then many researchers targeted this problem considering different variations and solution approaches. The main objective of the VRP is to find the best routes from a single or multiple depots to a set of customers by using a single or multiple vehicles, subject to some constraints with the objective of minimizing the total travelled distance or total travel cost. Many variants exist for the VRP, the most famous problems are the Capacitated VRP (CVRP) (Toth and Vigo, 2014), VRP with time windows (Balbozzi et al., 2012), VRP with pickup and delivery (Wassan and Nagy, 2014), the periodic VRP (Campbell and Wilson, 2014), VRP with multiple depots (Montoya-Torres et al., 2015), the dynamic VRP (Pillac et al., 2013), and the green VRP or the Pollution routing problem (Beketas and Laporte, 2011). The VRP is a combinatorial optimization NP-hard problem. So, exact algorithms are possible only for small-sized instances (Garey and Johnson, 1979). Hence, most of the works resort to heuristics and metaheuristics. For recent reviews on the VRP and its solution methods please refer to Braeckers et al. (2016) and Abdelhalim and Eltawil (2012).

In this paper, a new solution approach for the heterogeneous CVRP problem is proposed. In order to deal with the complexity of the problem, it is necessary to take some steps to cut down the computational runtime; the first step is to apply partitioning-based clustering for the customers, and then adding valid inequalities to the model to make an
approximation of the convex hull of the polyhedron of the problem, and hence reduce the computational time for running the model.

Customers’ clustering is used to group the customers into logical segments according to some criteria so that it is more economic and/or less complicated to optimize the logistics function and hence the supply chain performance. Customers clustering and geographic zones partitioning have become an important issue in supply chains especially in the case of Fast-Moving Consumer Goods (FMCG) distribution systems. Many criteria or performance indicators can be considered before performing the clustering, it depends on the type of the supply chain, the type of product(s), facilities locations, fleet size, etc. The most common criteria are the total route transportation costs, total distance, route duration, workload balancing, and time or delivery constraints. Other criteria can take into consideration demand patterns and environmental issues. Clustering decisions, in general, can be strategic, tactical or operational. An example of a strategic clustering decision is deciding the political zones for elections, planning of public schools and hospitals, supporting decisions for supply chain location problems etc. Tactical clustering decisions can include emergency services shelters, garbage collection segmentation. Finally, an obvious example on operational clustering decisions is delivery and or pick up operations. Hence, customer clustering can be a tactical or an operational decision according to the time span of decision making and the frequency of change that is related to the dynamicity of the supply chain itself. Valid inequalities are inequalities for a set that are satisfied by each point in the set (Cornuejols, 2008). They are useful when the polyhedron of the model is complex, so using cuts can reduce its hypervolume and consequently the required computational effort. There are many techniques that can be used to generate cuts, the most common are: Lift-and-Project, Gomory Mixed Integer cuts (GMI), K-cuts, reduce-and-split cuts, Chvatal-Gomory cuts (CG cuts), and Disjunctive cuts (Cornuejols, 2008; Balas et al., 2013).

The rest of this paper is organized as follows: In section 2, a literature review is given on using clustering and valid inequalities for supply chain problems. Section 3 illustrates the methodology used in this work. Section 4 gives the computational results and Section 5 draws the conclusions and future work.

2. Literature Review

2.1 Clustering in supply chains

Clustering or cluster analysis was mainly developed as an analysis tool for statistical data; it was used in many applications such as data mining, pattern recognition, machine learning, and bioinformatics. Frohlich and Westbrook (2001) showed that using cluster analysis can have a positive impact on supply chain management. Researchers started to use cluster analysis for different supply chain areas. Early works were directed towards item partitioning in inventory (Axsater, 1981; Mitchell, 1983), production (Ernst and Cohen, 1990), location (Hwang, 2002) and E-business (Cagliano et al., 2003). However, a common application of clustering in supply chain was to perform customers clustering for vehicle routing. The work by Keeney (1972) recommended using clustering to assign customer areas to different facilities, and after that many researchers targeted this problem by using exact methods (multi-objective optimization, mixed-integer programming, and continuous modelling) or non-exact methods (division or agglomeration heuristics).

In the recent ten years, researchers paid more attention to approximation (non-exact) methods due to the increased complexity of case studies and large data sets. Miranda and Garrido (2004) used Lagrangian relaxation heuristic to solve a hub-and-spokes model that assigns fleet clusters to a set of distribution centers. Dondo and Cerda (2007) proposed a clustering algorithm and used it as a pre-processing stage in solving a vehicle routing problem with time windows, a heterogeneous fleet of vehicles, and multiple depots, by using this clustering algorithm they could solve a problem with up to 100 customers instead of 25 without using clustering. Barreto et al. (2007) proposed a cluster analysis based sequential heuristic in a capacitated location routing problem, they used four grouping techniques and six proximity measures. Their results showed a big improvement after applying the clustering with an average gap of 4.81%. Mitra (2008) proposed a parallel clustering and route construction heuristic for a vehicle routing problem with split deliveries and pickups in which the number of clusters is known a priori.

Yücenur and Demirel (2011) proposed a geometric shape based genetic clustering algorithm to solve a multi-depot vehicle routing problem, they compared this algorithm with a classical nearest neighborhood and shown the superiority of the proposed algorithm. Erdogan and Miller-Hooks (2012) used a three-step density-based clustering algorithm to solve a vehicle routing problem with environmental considerations. In this algorithm, the neighborhood of each vertex in a cluster with a given radius must contain at least a minimum number of vertices. After the clustering is done, a route is constructed for each vehicle and then the best set of routes is selected according to the least total distance.
K-means clustering has been a typical approach used in many recent papers. He et al. (2009) used a two-step K-means algorithm. In the first stage all the customers are partitioned in several clusters and then in the second stage a border adjustment algorithm is used to make the number of customers balanced between the clusters. Sahraeian and Kaveh (2010) proposed a hybrid algorithm that uses K-means clustering and fixed-neighborhood search to solve a discrete capacitated P-median location problem. Lin et al. (2013) used a data mining engine to support operational decisions for the routing in a city logistics scope, K-means algorithm was used as an independent module to cluster the customers. Nananuku (2013) developed an enhanced clustering model that include a K-means algorithm to solve a clustering model for customers that considers demand patterns and holding costs. Most recently, Praveen et al. (2016) used an improved k-means clustering algorithm that can enhance the classical saving matrix method to minimize the distance and the number of vehicles in a CVRP. Cinar et al. (2016) proposed a two-phase constructive heuristic that includes a K-mean clustering algorithm to solve a cumulative vehicle routing problem with limited duration. Ferrandez et al. (2016) used K-means clustering to find launching locations for a truck-drone network, followed by a genetic algorithm to solve the routing problem.

2.2 Valid inequalities in supply chains

Valid inequalities have been used in many supply chain problems to find better lower bounds. For example they were used for the inventory-location-routing problem (Guerrero et al., 2013; 2015), the inventory routing problem (Bertazzi et al., 2013; Coelho and Laporte, 2013; Agra et al., 2013), the location-routing problem (Doulabi and Seifi, 2013; Contardo et al., 2014), the production-distribution problem (Rizk et al., 2008; Melo and Wolsey, 2012), and the vehicle routing problem (Dror et al., 1994; Belenguer et al., 2000; Jin et al., 2007; Perboli and Tadei, 2010).

3. Problem description and methodology

The CVRP with a heterogeneous fleet is modelled as a Mixed Integer Programming model (MIP), and then an enhanced K-means clustering method is used to cluster the customers and valid inequalities are added to the MIP model.

3.1 The Proposed Mathematical model

The model is represented by an undirected graph with set $N$ of nodes and set $E$ of edges; $N = \{0, 1, ..., n\}$ where node 0 represents the depot, and $E = \{(i, j): i, j \in N, i \neq j\}$ where $i$ and $j$ represent a set of geographically dispersed customers. There is a set $K$ of products, a set $T$ of planning periods and a set $V$ of heterogeneous vehicles that are used to deliver the products to customers and then return to the depot. The demand of each customer is known beforehand; $d_{ik}$. Each vehicle has a capacity $q_v$ that cannot be exceeded. The distance between nodes $i$ and $j$ by using vehicle $v$ is $r_{ijv}$. Shortages are not allowed, so the demand of each customer should be fulfilled. The decision variables are:

$$W_{it} = \begin{cases} 1 & \text{if customer } i \text{ is visited in period } t \\ 0 & \text{otherwise,} \end{cases}$$

$X_{ikvn} = \text{Amount of product } k \text{ delivered to customer } i \text{ by vehicle } v \text{ in period } t$

$Y_{ijkv} = \text{Amount of product } k \text{ delivered between nodes } i \text{ and } j \text{ by vehicle } v \text{ in period } t$

$$Z_{ijtv} = \begin{cases} 1 & \text{if vehicle } v \text{ is used from node } i \text{ to node } j \text{ in period } t \\ 0 & \text{otherwise.} \end{cases}$$

The model was formulated as a mixed-integer programming model that focuses on partitioning the customers and deciding the amounts to be transported over the planning horizon. The objective function is to minimize the total distance for all clusters:

$$\text{Minimize} \sum_{t \in T} \sum_{v \in V} \sum_{i \in N} \sum_{j \in N(i)} r_{ijv}Z_{ijt}$$

(1)
Subject to

\[ \sum_{k \in K} Y_{ijktv} \leq q_v Z_{ijtv} \quad \forall i \in N, j \in N \setminus \{i\}, \forall v \in V, \forall t \in T \quad (2) \]

\[ \sum_{i \in N} \sum_{j \in N \setminus \{i\}} Z_{ijtv} \leq 1 \quad \forall v \in V, \forall t \in T \quad (3) \]

\[ \sum_{j \in N \setminus \{i\}} Z_{jitv} - \sum_{j \in N \setminus \{i\}} Z_{ijtv} = 0 \quad \forall i \in N, \forall v \in V, \forall t \in T \quad (4) \]

\[ \sum_{j \in N \setminus \{i\}} Z_{jitv} + \sum_{j \in N \setminus \{i\}} Z_{ijtv} = 2 W_{it} \quad \forall i \in N, \forall v \in V, \forall t \in T \quad (5) \]

\[ \sum_{i \in N \setminus \{0\}} \sum_{v \in V} Y_{oiktv} = \sum_{i \in N \setminus \{0\}} \sum_{v \in V} X_{iktv} \quad \forall k \in K, \forall t \in T \quad (6) \]

\[ \sum_{i \in N \setminus \{0\}} Y_{ijktv} - \sum_{i \in N \setminus \{0\}} Y_{ijktv} = X_{iktv} \quad \forall i \in N \setminus \{0\}, \forall k \in K, \forall v \in V, \forall t \in T \quad (7) \]

\[ X_{iktv} \geq 0 \quad \forall i \in N \setminus \{0\}, \forall k \in K, \forall v \in V, \forall t \in T \quad (8) \]

\[ Y_{ijktv} \geq 0 \quad \forall i \in N \setminus \{j\}, \forall j \in N \setminus \{i\}, \forall v \in V, \forall t \in T \quad (9) \]

\[ W_{it} \in \{0,1\} \quad \forall i \in N \setminus \{0\}, \forall t \in T \quad (10) \]

\[ Z_{ijtv} \in \{0,1\} \quad \forall i \in N \setminus \{j\}, \forall j \in N \setminus \{i\}, \forall v \in V, \forall t \in T \quad (11) \]

Constraints (2) guarantee that the vehicle capacity is not exceeded. Constraints (3) ensure that each customer is assigned to at most one vehicle. According to constraints (4), each vehicle must return to the depot by the end of the planning period, constraints (5) are to ensure that each node is connected to two nodes. The commodity conservation flows at the depot and at the customers are represented by constraints (6) and (7), respectively. Finally, constraints (8-11) represent the types of decision variables.

### 3.2 Solution Methodology

To be able to solve medium and large-sized instances of the designated heterogeneous CVRP, two methods will be used; K-means clustering is used to partition the customers and aggregate them into clusters, and valid inequalities on routing are added to the mixed-integer programming model to make an approximation of the convex hull of the polyhedron of the problem. After solving the problem for the clusters, the model is disaggregated into the original locations to find the detailed tour for each vehicle.

#### 3.2.1 K-means clustering

The number of customers in the target supply chain is assumed to be finite; hence, the number of clusters is also finite, and then the number of non-empty clusters \( k \) for \( n \) customers is a Stirling partition number that is given by:

\[ S(n,k) = \frac{1}{k!} \sum_{i=0}^{k} \binom{k}{i} (-1)^{k-i} i^n \quad (12) \]

and the right side is zero when \( k > n \).

A full enumeration is not possible especially for a large number of customers where the number of different combinations will be all the summations for equation (1) starting from a single cluster to the maximum number of
clusters. So, finding a global optimal partitioning solution is an NP-hard problem that is not practical to solve especially in dynamic supply chains such as in the case of FMCG.

In order to solve this problem, partitioning-based iterative clustering will be used to cluster the customers before performing the routing phase. K-means clustering is the most popular clustering method and is used to develop separated clusters, so that each customer is assigned to exactly one cluster. K-means clustering is an iterative relocation algorithm that minimizes or maximizes the value of a selected criterion or criteria until convergence. The most important advantage for the K-means clustering method is that it consumes less memory resources compared to other clustering methods such as hierarchical clustering analysis (Huang and Kim, 2006). However, there are some drawbacks with the traditional K-means algorithm, so in this work, the enhanced K-means algorithm proposed by Nananukul (2013) is elaborated to group customers into core clusters in a balanced way (He et al., 2009).

For a customer location \((a_x, a_y)\) and a cluster’s centroid \((c_x, c_y)\), the Euclidean distance between them is given by:

\[
d(a, C) = \sqrt{(a_x - c_x)^2 + (a_y - c_y)^2}
\]

The difference between a customer location that belongs to cluster \(\alpha\) and another cluster \(\beta\) can be given by:

\[
diff(\alpha, \beta) = d(\alpha, \beta) - d(\alpha, \alpha)
\]

Figure 1 illustrates the algorithm for this procedure.

---

**Step 0** Initialize the number of clusters.
**Step 1** Assign customer \(i\) arbitrarily to the centroid of each cluster.
**Step 2** Assign the remaining customers to the nearest clusters.
**Step 3** Calculate summations of squared errors between customers’ locations and cluster’s centroid.
**Step 4** If summation of squared errors is < \(10^{-5}\) Go to step 5, otherwise repeat steps 1 to 3.
**Step 5** Calculate the difference in the number of customers between every two clusters \(\alpha\) and \(\beta\), if it is < \(\theta\) STOP, otherwise Go to step 6.
**Step 6** For two clusters \(\alpha\) and \(\beta\) where difference in the number of customers > \(\theta\), calculate \(diff(\alpha, \beta)\) for all \(a\) \(\epsilon\) \(\alpha\).

Sort the values in ascending order and move the first customer to cluster \(\beta\), then repeat step 5.

---

In that way, it is possible to find the customers on the borders of different clusters and transfer them to the cluster with fewer customers, so that the clusters are balanced in terms of the number of customers in each cluster, the difference in the number of customers between any two clusters has a threshold \(\theta\). After performing the clustering, the MIP model presented in section 3.1 is solved for clusters instead of customers to assign vehicles to clusters.

### 3.2.2 Valid inequalities

Figure 2 shows cases of infeasibility due to path discontinuity or a route that does not contain the depot. Since the model includes a heterogeneous fleet of vehicles, then the known valid inequalities of the CVRP can be extended to strengthen the mathematical formulation. The following subtour elimination valid inequalities can be added to the model; see Cornuejols and Harche (1993) and Yaman (2006):

\[
Z(S: S \subset N) \leq |S| - \left[ \frac{d(S)}{q} \right] \quad (14)
\]

\[
\sum_{v \in V: d(S) \leq q_v} Z(S: S \subset N) + \frac{|S| - 1}{|S| - 2} \sum_{v \in V: d(S) > q_v} Z(S: S) \leq |S| - 1 \quad (15)
\]

where \(|S| \geq 3\) and \(d(S) \leq q\)

---
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Hence, it is guaranteed that if the solver returned a solution $x$ where $x \notin S$, then the corresponding graph must be disconnected from the original graph, and these subtours will be eliminated.

4. Computational Results

In this work, the data instances by Archetti et al. (2011) are used to test the proposed solution approach. The original data instances contain three classes with 14, 50, and 100 nodes and 6 time periods. Since the solution approach proposed in this work is designed to enable solving relatively big problems, then only the instances with 100 customers were used to test the ability of the solution approach to find a solution in a reasonable computational time. The data was extended by using the same guidelines used by Armentano et al. (2011) to include two products, and three heterogeneous vehicles, see Mostafa and Eltawil (2015b). Instances were generated for a number of 40 variations.

Since the proposed VRP problem is an operational supply chain management problem, the maximum computational time to solve a single run was limited to 2 hours (7,200 seconds). Due to this limit on the computational time, the optimality gap cannot be set to zero, to strengthen the results; the same gap used by Ruokokoski et al. (2010) of $10^{-6}$ will be used.

The K-means algorithm was implemented in Matlab R2012a and the mixed-integer programming model was solved by using IBM ILOG CPLEX 12.2 on a DELL Intel® Core (TM) i7 2.89 GHz with 16 GB RAM running Windows 7 Professional operating system. Figure 3 shows the results after performing the K-means clustering approach, the 100 customers were partitioned in three balanced clusters according to their geographical locations; the number of customers in the three clusters is 31, 26 and 43, respectively. Figure 4 shows the best solution for one of the instances, the route is case-based given the demand of each customer and the capacity of each vehicle.
It can be seen that two clusters are served by two vehicles for each cluster, and one cluster is served by a single vehicle. Since the propose approach is based on a cluster first-route second scheme, the clusters themselves are not changing, but the assignment of vehicles to clusters is varying depending on vehicle capacity and customer demand. Tables 1 and 2 show the effect of using the proposed approach in terms of total distance, vehicles’ capacity utilization, and computational time. The first column of Table 1 shows the time period. Columns 2 and 3 show the average total distance travelled after solving the problem with the MIP model only and after using the proposed approach; Clustering and Valid Inequalities (CVI), respectively. Column 4 shows the deviation between the two methods. Columns 5 and 6 show the average percentage utilization for the vehicles by the two approaches, and column 7 shows the deviation between the two methods. Table 2 shows the average computational time for the 40 instances by using the MIP solution and after using the K-means clustering and valid inequalities approach.

Table 1: Comparison between the exact model and the proposed method

<table>
<thead>
<tr>
<th>t</th>
<th>Av. Total distance</th>
<th></th>
<th>Av. Vehicle capacity utilization</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIP</td>
<td>CVI</td>
<td>Dev.</td>
<td>MIP</td>
</tr>
<tr>
<td>1</td>
<td>352.85</td>
<td>364.17</td>
<td>0.032</td>
<td>95.51%</td>
</tr>
<tr>
<td>2</td>
<td>360.48</td>
<td>366.36</td>
<td>0.016</td>
<td>92.37%</td>
</tr>
<tr>
<td>3</td>
<td>368.53</td>
<td>390.88</td>
<td>0.061</td>
<td>95.40%</td>
</tr>
<tr>
<td>4</td>
<td>355.18</td>
<td>381.43</td>
<td>0.074</td>
<td>94.66%</td>
</tr>
<tr>
<td>5</td>
<td>373.72</td>
<td>392.50</td>
<td>0.050</td>
<td>97.48%</td>
</tr>
<tr>
<td>6</td>
<td>349.64</td>
<td>353.49</td>
<td>0.011</td>
<td>94.18%</td>
</tr>
</tbody>
</table>

Table 1 shows that the average decrease in the solution quality by using the proposed approach, CVI, does not exceed 5% compared to the exact solution. On the other hand, using the CVI approach could improve the vehicle utilization in all the time periods with an average of 4%. From Table 2, it was found that the exact model could not solve all the instances within the maximum computational limit, while the CVI approach was able to solve all the instances with a large reduction in the computational time with an average of 55%.

Table 2: Average CPU times (in seconds) for all the instances

<table>
<thead>
<tr>
<th>I</th>
<th>Av. CPU time</th>
<th></th>
<th>Av. CPU time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIP</td>
<td>CVI</td>
<td>Dev.</td>
<td>MIP</td>
</tr>
<tr>
<td>1</td>
<td>415.02</td>
<td>255.43</td>
<td>0.385</td>
<td>310.26</td>
</tr>
<tr>
<td>2</td>
<td>380.71</td>
<td>301.86</td>
<td>0.207</td>
<td>502.42</td>
</tr>
<tr>
<td>3</td>
<td>392.84</td>
<td>308.41</td>
<td>0.215</td>
<td>538.16</td>
</tr>
<tr>
<td>4</td>
<td>850.27</td>
<td>413.50</td>
<td>0.514</td>
<td>7200</td>
</tr>
<tr>
<td>5</td>
<td>561.76</td>
<td>421.56</td>
<td>0.250</td>
<td>324.62</td>
</tr>
</tbody>
</table>
5. Conclusions

This paper considers large sized instances of the CVRP with heterogeneous vehicles. The problem was modeled as a MIP model, and then in order to solve the problem in a reasonable computational time, a two-step approach was proposed. In the first step, a balanced K-means clustering algorithm was developed to partition the customers into a number of balanced clusters. In the second step, two sets of valid inequalities are added to the model, and then the model is solved for the aggregated clusters. This solution is then disaggregated for the customers to build the routes within each cluster.

To test the proposed approach, data instances from literature with 100 customers were extended to test the efficiency of the proposed approach. From the computational results, it was found that the proposed clustering and cutting approach provides very good solutions with an average decrease in the quality not exceeding 5% compared to the exact solution, while improving the vehicle utilization with an average of 4% and reducing the computational time with an average of 55%.

Future work can be attempted towards integrating more supply chain management functions. The Production-Inventory-Distribution-Routing Problem (PIDRP) is a recent and complex problem that is hard to solve especially for large problems (Mostafa and Eltawil 2015a). With the promising results of the approach proposed in this work, it can be beneficial to use it to solve the IDRP. Another direction is to link the proposed approach with real-time traffic information by using technologies such as GPS and smart phone applications and the Internet of Things (IoT). This can be used to find real-time routing plans that would be very useful especially in case of tight time windows or emergency vehicles.
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