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Abstract 

Forecasting of future crude oil price in one of the most challenging problem in forecasting 

technique due to its haphazardness, non-linearity and complexity, many models are available to 

predict these non-linear and complexity. Recently, many researchers developed models based on 

Artificial Neural Network (ANN), Support Vector Machine (SVM), Fuzzy Logic (FL) and 

Moving Average (MA). In this paper, we developed a crude oil price forecasting model based on 

Hidden Markov Model due to its proven fittingness for modeling vigorous systems and pattern 

classification. We apply the HMM methodology to forecast the crude oil price from 1996 to 2015 

using available past datasets from West Texas Intermediate. We used Matlab software in training 

and validating the data. The results obtained using Hidden Markov Model is inspiring because of 

the little error given. Lastly, we recommend development of fusion models by employing Hidden 

Markov Model with other lenient computing models. 
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1. Introduction
Crude oil is a critical and unavoidable product around the world. It is essential part of the financial development of 

the developing and developed countries in the study of Benería and Floro (2015). Moreover, political occasions, 

climate, unpredictability, multifaceted nature in crude oil market are a few determinants of unrefined petroleum 

price Kilian and Murphy (2014). The impact of unrefined petroleum price unpredictability will colossally 
influences significant number of market practitioners which have direct impact on the monetary value. In this 

manner, to diminish the hurtful impact of crude oil price varieties, it is imperative to forecast the variability of the 

crude oil price. 

In spite of the fact that it could be wrangled about that the time of raw petroleum is going to be over on 

the planet. Nevertheless, some inquires about have contended that worldwide request of unrefined petroleum 

would increment for the long haul in spite of the way that crude oil demand from organization for economic co-

operation and development countries (OECD) have declined, however, the need for crude oil has expanded due to 

the expansion in requests of non OECD nations, particularly China Kaygusuz, K. (2012). In addition, the way that 

considerable measure of crude oil comes from the temperamental Middle East implies that there are conceivable 

outcomes of crude oil price instabilities Middle East Research Institute (2015), accordingly, forecasting crude oil 
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price is extremely basic for financial improvement of numerous countries according to Kaygusuz (2012). In this 

paper we exhibit Hidden Markov Model for crude oil price forecasting. 

According to Agnolucci (2009), there were a significant number of researches with respect to the Box-Jenkins 

models and GARCH models in crude oil price forecasting. Crude oil price unpredictability has multiplier as well as 

topsy-turvy consequences for the economy by Basher and Sadorsky (2006). A little change in crude oil price 
massively influence monetary exercises of a country while any progressions in financial exercises in a country 

affect crude oil price. Along these lines, crude oil price forecasting have vast macroeconomic impacts on an 

economy. Sadorsky (2006) found that the out-of-test estimates of a solitary condition GARCH model are better 

than those of state space, vector autoregression and bivariate GARCH models in forecasting crude oil price. 

GARCH model is capable to have a superior execution than the inferred instability models regarding prescient 

accuracy by Kang and Yoon (2013). 
Be that as it may, crude oil price forecasting is among the prime issues of artificial intelligent (AI) 

community following the analysis of Ahmadi et al. (2013). The aim of forecasting research has been generally 
beyond the ability of outdated AI research which has mainly focused on developing intelligent systems that are 
supposed to emulate human intelligence by Kang and Yoon (2013) and Ahmadi et al. (2013). The nature of crude 
oil price is complexity, nonlinearity and additionally volatility by Yu et al. (2014). The rate of price swings in such 
arrangement relies upon many causes, for example, financial, political and social etc. Yu et al. (2014). Thusly, to 
create AI frameworks for this kind of forecasting needs an iterative procedure of uncovering learning and change 
of the framework through information mining, information designing, information driven displaying, and 
experimentation. Crude oil is a fundamental piece of the worldwide economy by Bon and Isah (2016). A shakiness 
in unrefined petroleum price influences our individual and corporate money and related exercises, and the financial 
prosperity of any given country by Bon and Isah (2016). A splendid forecasting model for unrefined petroleum 
price is to a great degree required. A considerable number of researches have been undertaking and is keeping on 
finding a perfect forecasting model for raw petroleum price by Ahmadi et al. (2013) and Yu et al. (2014). A large 
portion of the forecasting research has utilized time series techniques like ARIMA model, GARCH model and 
multiple regressions by Chatfield (2016). As of late, various unrefined petroleum price forecasting methods in view 
of AI, including artificial neural network, fuzzy logic and support vector machines have been proposed by 
Chatfield (2016). Nonetheless, the vast majority of them have their own weaknesses by Bon and  Isah (2016).  
ANN has a few issues on account of its chosen auxiliary design by Teo et al. (2015). Some researchers have used 
fuzzy systems in forecasting, but in order to develop a model to forecast crude oil price behavior using fuzzy logic, 
you need to have some background skilled knowledge about it because of its complexity by Li et al. (2015). In this 
paper, we used Hidden Markov Model (HMM) to forecast crude oil price. The HMMs have been widely used in 
different areas such as speech recognition, electrical signal’s forecasting and image processing by Farhadi et al. 
(2015)etc. Hidden Markov Model is used here to forecast and or model crude oil price. 
 

2 Methodology 
In this section, we discussed HMM methodology along with the relevant processes to build, initialize and train the 

HMM. 

 

2.1 Hidden Markov Model 
A hidden Markov model (HMM) is a statistical model in which the system being modeled is assumed to be a 

Markov process with unobserved (hidden) states. An HMM can be presented as the simplest dynamic Bayesian 
network by Wilson and Bobick (1999). The HMM represents the overall process behavior in terms of movement 

between states and describes the inherent variations of the observations within a state. In fact, HMM is a 

stochastic sequences as Markov chains where the states are not directly observed but are associated with a 

probability function by Patterson et al. (2009). HMM is characterized by the following: 

i. The number of states in the model, 

ii. The number of observation symbols, 
iii. The state transition probabilities. Probabilities to move from state i to state   j, 

i.e P( qj  | qi ), 

iv. The observation emission probability distribution  that characterize  each state  qi  , 

i.e. p( x | q), 
v. The initial state distribution. 

Thus having a Markov chain with transition matrix A, observation emission matrix B and prior state probability π, 

we can build the Markov model λ = (A, B,π ) by Smyth (1995). By training the model and making adjustments to 

the values of A, B and π, we can compute P(O | λ) , the probability of the observation sequence O(=O1O2….OT) 

given the model λ, using the equation 
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P(O / )   P(O / Q)P(Q / ) 
allQ 

Q  states sequence q1, q2,...., qT in the markov model. 
 
To construct a HMM for a given problem, we must build an initial HMM and then train the HMM suitably to solve 
the problem. The following sections explain the operations to initialize and train the HMM. 

 

2.2 Initialization 
To construct an HMM we assume initial values of A, B and π. In this study, we generate the initial values of A and π 

randomly. During implementation of HMM, however, the choice of the model (spherically), choice of the number 

of states and observation symbol (discrete) become a tedious task by Krogh et al. (2001). For the present 

application of crude oil price forecasting, we constructed HMM by varying the parameters, and observed a better 

performance resulting from the left-right HMM. Since the choice of good initial estimates of the parameters of bqT 

(O) densities is essential for rapid and proper convergence of the re-estimation formulae, we used the segmental k-
means training procedure for estimating the parameter values by Krogh et al. (2001). 

 

2.2 Forward-Backward Algorithm 
To calculate the value of P(O |λ ),   it requires  2TNT calculations, since at every time slot t = 1,2, …. T, there are 

N possible states which can be reached. So there are NT possible state sequences and for each such state sequence 

about 2T calculations are required for each term. This is a complex task to do. Luckily, there is an effective 

procedure called Forward- Backward algorithm, which can be used to compute the value of P(O |λ). If the number 

of states are N and the number of observations in a sequence is M, we assume that the state transition probability 

from state i to j is aij (i, j = 1, …..,N), and the observation emission probability from state i is bi (Ot ) , t = 1 ,….., M. 
The two probabilities given satisfied the    probability law below 
 

aij  1, 
j 

where, aij ≥ 0 and bj (Ot ) ≥ 0 

 

Thus, we defined the forward probability iteratively as follows: 

 

1 (i)   ibi (Oi ) 
 N 

    t 1 ( j)   t (i)aij b j (Ot 1 )

 j 1 

Similarly we defined the backward probabilities as: 
 

T (i)  1 

N 

t (i)  aijb j (Ot 1 )t 1 ( j) 
j 1 

 

Similarly, we defined two more probabilities γ and ξ which we used in the learning of constraints of HMM. The 

equations used to calculate these two probabilities are: 

 

  (i)  
 t (i)t (i)    

t (t)t  (i) 

P(O / ) t i1(i)t (i) 


 (i, j) t (i)aijbj
(Ot 1)t 1( j) 

P(O / ) 
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2.3 Baum-Welch Algorithms 
 

A number of algorithms are available to adjust the constraints or parameters of the HMM with observation 

sequences. Among them are Baum-Welch (BW) algorithm by Yu and Siskind (2013) that is widely used. In BW 

algorithm, the parameters of an HMM are trained to maximize the sum of the log- likelihood of each training 

sequences. Baum-Welch algorithm  is  used  to  re-estimates  the   probabilities 

 , â              and b̂        using the values of γ and ξ. These are 

 

estimates are  ̂ i     1 (i) 
 

2.4 Forecasting Process 
 

To forecast crude oil price using HMM, the continuous signal formed by the number of predictors and the variable 

of interest (for example, for a d-dimensional data, if the predictor variables are: X1, X2, ….., Xd and the variable of 

interest is y then a signal will be formed using values of X1, X2, X3, ….., Xd and y) is input into a HMM for training 

the HMM. After the HMM is trained, this becomes an expert HMM that is well suited to the training data signals. 

Then, for any continuous signal of the size of training data signal, the HMM produces the probability which depicts 

how well the data signal matches with the trained HMM. In other word, it can be explained that this probability 

gives us a measurement of closeness of the data signal (in terms of fluctuations with respect to time) with the set of 

training data signals. This value being a small number we take the log of probability, which is called the likelihood 

value. After having a trained HMM we produce likelihood values for each of the training data signals. The average 

of the produced likelihood values is calculated. We refer to this average likelihood value as η. 

 

 

Figure 1: Steps in the Forecasting Process 

 

For any unknown data signal wherein the values of predictors are known but the value of variable of interest is 

unknown, it is assumed that if the value of unknown parameter would have been known then the signal formed 

could produce the same likelihood value as that of the average   likelihood   valueη. So by taking into the 

consideration the aforementioned assumption we estimate the exact value of the unknown parameter via an iterative 

process, such that the signal formed produces a likelihood value equal to the average likelihood valueη.The value 

of unknown parameter thus found is then the forecast value for the given values of the predictor variables. Figure 1 

shows the steps of the forecasting process. 

 

3  Result 
 

The data used in this study was collected from West Texas Intermediate for the period 1996 to 2015.We selected 

70% of the data for training and reserved the remaining 30% of the data for testing. To evaluate the forecast 

efficiency of the model, we used the first feature from the test dataset as inputs variables for the trained HMM and 
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the last remaining feature to compare with the obtained forecast. 

 

 
3.1 Choosing the Model Parameters 

In building the HMM, we choose 2 states HMM and mixture observation probability, and the left-right HMM 

process for the crude oil price forecasting. The initial value A and π were chosen randomly and then normalized to 

satisfy the following conditions: 

 
N N 

 i    1 and  aij    1 
i1 j 

 

Where, N = number of states 

 

A three-dimensional Gaussian distribution was used to determine the observation probability by Gelman et al. 

(2014). 

bj (O)  C jm O,  jm ,U jm 
Where,Cjm  mixture coefficient for the m-th mixture in 

 

 

 
3.2 Test Result 
Figure 2 displays the actual and forecasted crude oil prices from 1996 to 2015. The performance of the model is 

evaluated by calculating the coefficient of determination, R2 and the mean relative error by Zeng et al. (2014). R2 

close to 1 indicates that the forecasted price closely follows the fluctuations in the actual price index. A positive 

mean relative error indicates that the model tends to underestimate the index. 

 

 
Figure 2. Actual and Forecasted Movement of Crude Oil Price 

from 1996 to 2015 Using Hidden Markov Model 

 

The above figure shows the forecasted value of crude oil price together with the actual crude oil price. Blue line 
show the flow of actual crude oil price while the red line indicates the forecasted value of crude oil price using 

hidden markove model. In this model, the R2 is 0.93112, it shows that there is string relationships between the actual 

crude oil price and the forecasted crude oil price. 
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