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Abstract 

IC Design has been an industry which provides flexible application-specific integrated circuit (ASIC) services 
enabling semiconductor manufacturing companies for flexible decision. Although the industry influences 
semiconductor supply chain significantly, capacity portfolio and planning issues of IC design industry is seldom 
mentioned in the past studies. For IC design service industry, the main productivity denotes to IC design which is 
influenced by the performance of project management from workforce allocation. The purpose of this study is to 
develop an intelligent agent to predict the workforce required for each wafer production service project, and thus based 
on the prediction, the intelligent agent is able to provide an IC design service company with workforce allocation 
strategy. Featuring learning algorithms and analyzing from the existing data, the study trains a XG Boosting model 
combining Genetic Algorithm based parameter optimization mechanism. The proposed intelligent agent contributes 
to Total Resource Management (TRM) to enhance productivity, reduce costs and intelligence management. 
Keywords 
Human Capital Management, Work Force allocation, IC Design, Genetic Algorithm, XGboost. Knowledge Worker 

1. Introduction

Remaining as the most capital intensive industry, semiconductor industry has been promoted as the main development 
industry in the last decades and is increasingly important for the industry value chain in Taiwan. Besides, driven by 
Moore’s Law, the critical dimension in semiconductor shrinks rapidly via the advanced technology nowadays. The 
practical phenomenon and the ambitious of reinforcing competitive advantage has motivated enterprises to improve 
capital effectiveness in needs of higher return of investments (ROI) (Wu & Chien, 2008). In order to fulfill shrinking 
customer demand and market structure, semiconductor industry owes rapid growth in recent years. Moore’s Law has 
confronted the verge of physical limits, since market mechanism, customers’ demand for chip specification is 
increasing explicit which leads to the high variation of the market, shrinking life cycle of electronic products. Besides, 
as an inspect of recent semiconductor manufacturing system, R&D capital is greatly improved, the advanced 
technologies continuously migrate increasingly complication (Chien, Chen, Hsu, & Wang, 2014; Chien et al., 2011; 
Leachman, Ding, & Chien, 2007) based on the shorter product life cycle. Similar pieces of equipment are employed 
for the required product receipt to produce integrated circuits featuring complicated processes with production 
constraints, reentrant or rework process flows, sophisticated high product mix and manufacturing environment 
(Khakifirooz, Chien, & Chen, 2018). The pursuit of miniaturization and functional perfection of integrated circuit (IC) 
leads to lower yield, higher production lead time, and inaccurate prediction of future situation. It is an obvious future 
trend that technology development and wafer fabrication are bound to move to the next stage of quantum level, which 
means that the it will be more capital intensive of costs for research and technology development. Accurately 
predicting the needs of the project and effectively scheduling the company's resources can increase production 
capacity and save costs. The cost saved for the company can be fed back to technology research and development to 
enhance the company's competitiveness. 

Semiconductor supply chain is composed of the following three incorporated sectors: (1) IC design, (2) IC 
manufacturing, and (3) IC packaging and testing. The study conducts the empirical study for Taiwan IC design and 
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service (IC-D&S) industry, which is the combination of IC design and IC manufacturing. Based on types of revenue 
return in IC-D&S, it can be categorized into (1) Sale or Lease of SIP, (2) Non-Recurring Engineering and (3) Turn-
Key which denotes to the primal profit of IC-D&S. First, for profit-making model of Sale or Lease of SIP, is that IC-
D&S company obtains profit by the strategy of premium or outright sale from the developed Internet Protocol. For 
Non-Recurring Engineering, IC design company commissions the IC design service company to design the chip. Since 
IC-D&S industry plays an important role of guiding enterprises in semiconductor supply chain to fulfill market’s 
demand, IC-D&S company are tasked for effective total resource management (TRM). In other words, allocating 
effective design resource for project management of developing core technologies to enhance the company's 
competitiveness is increasing crucial. However, not all IC design company is capable to afford the large scale of design 
work. In that case, IC design companies tend to outsource non-critical technology or its design work to IC design 
service companies to reduces barriers to entry and technical risk. As the last part, Turn-Key is the term of the wafer 
mass production service. Since IC design company and IC foundry don’t often incorporate closely, the IC-D&S has 
provoked the functions of the two industries of IC design and IC services. IC-D&S provides IC design companies 
with complete services from wafer fabrication, packaging to testing, and can help customers achieve better prices and 
better technical services. However, most of the intellectual property of SIP belongs to US manufacturers. Taiwan's 
IC-D&S industry is difficult to profit from this. Therefore, outsourcing design and wafer mass production services 
account for a large revenue. 
 
Distinguished from semiconductor manufacturing which focuses on overall equipment efficiency, the main capacity 
in IC-D&S is manpower that provides the productivity. The planning of manpower is particularly important, since 
effective manpower allocation and control can help the company improve product quality, plan production time and 
cost reduction. However, most of the human decision-making follows the rule of thumb and there are omissions in the 
decision-making process. Therefore, the decision-making process for standardizing manpower planning will greatly 
help the industry and set a decision support system for manpower application. It will ensure that the company can 
produce projects and research and development technology with the most appropriate manpower, thereby maintaining 
the company's high degree of competitiveness in terms of financial or technical aspects. For IC design service industry, 
the main productivity denotes to IC design which is influenced by the performance of project management from 
workforce allocation. The purpose of this study is to develop an intelligent agent to predict the workforce required for 
each wafer production service project, and thus based on the prediction, the intelligent agent is able to provide an IC 
design service company with workforce allocation strategy. Featuring machine learning algorithms and analyzing 
from the existing data, the study trains a XG Boosting model with Genetic Algorithm (GA) based parameter 
optimization mechanism combining the existing rules of thumb of domain experts to optimize by time and reduce the 
bias of human estimation. The proposed intelligent agent contributes to Total Resource Management (TRM) to 
enhance productivity, reduce costs and intelligence management. 
 
This paper is organized as the following sections. Section 2 is literature review for methodologies and the perspective 
of applying industry strategy for Taiwan enterprise. Section 3 describes the proposed intelligent agent featuring 
machine learning algorithms and the implementation of GA for parameter optimization. Section 4 is the computation 
results for the empirical study in Taiwan IC-D&S. Finally, section 5 is the conclusion of the paper. 
 
2. Literature Review 
 
2.1 Industry 3.5 
 
The implementation of advance technologies in production has always led to paradigm shifts in terms of “industrial 
revolutions” (Lasi, Fettke, Kemper, Feld, & Hoffmann, 2014). For recent development in industries, Cyber-Physical 
System (CPS) and the innovations of Internet of Things (IoT) are the main two technologies which drive the trends of 
industry 4.0 (J. Lee, Kao, & Yang, 2014). Proposed by leading nations such as Germany and the USA, industry 4.0 
features real time control and fast response to manufacturing environment via big data connection, for the strategic 
purpose of enabling flexible decision (J. Lee, Bagheri, & Kao, 2015). However, the threshold of industry 4.0 remains 
too high for countries like Taiwan which is unable to create well infrastructures of big data manufacturing environment 
in one step.  Though researches have done to empower industry 4.0, few research mentioned about how to enhance 
the productivity based on the existing business resource to achieve industry 4.0. In order to maintain the competitive 
advantage of Asia production, Industry 3.5 is a conceptual framework proposed by Chien as a counter strategy for 
industry 4.0 (Chien, Hong, & Guo, 2017). Being a hybrid strategy specified for Taiwan industry, industry 3.5 is the 
bridge to shorten the gap between existing industry 3.0 and industry 4.0 in the future, a disruptive innovation which 
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provides smart and decentralized platform with hybrid strategy combining past management experience, data-driven 
analysis and optimization techniques via hybrid cyber-physical systems and decentralized decisions. The conceptual 
framework of industry 3.5 take parts of the five dimensions, digital decision, smart supply chain, smart manufacturing, 
smart factory and total resource management 
 
2.2 Demand Forecasting 
 
Demand forecasting and demand fulfillment planning is highly correlated to capacity planning and capacity portfolio. 
The interaction of all these interrelated strategies will affect the overall revenue in the company. Due to the long lead 
time of the capacity expansion and transformation, demand forecasting becomes a crucial issue for a semiconductor 
manufacturing company as it is helpful for making a quick business analytics to addressing with strategic decisions 
including fab construction, capacity expansion and transformation, tool procurement and out sourcing (Chien, Chen, 
& Peng, 2010). Without sharing information in the supply chain, demand uncertainty becomes larger due to 
asymmetric information. As presented in the well-known bullwhip effect (H. L. Lee, Padmanabhan, & Whang, 1997a, 
1997b), variation of forecast error tends to be amplified through the upstream end of the supply chain. To prevent the 
potential out of stock risk, companies need to carry a safety stock. However, it may lead to surplus of inventory. To 
deal with this problem, companies can apply demand forecasting methods for increasing the forecast accuracy. 
 
Driven by Moore’s Law, the critical dimension keeps shrinking with advanced technology (Schaller, 1997). To survive 
in the high competitive market, companies make a great effort to maintain innovative technology and cost reduction 
per transistor to other segments for component substitution. Considering the shortening product life cycle and 
increasing product diversification for semiconductor products, forecasting designed for single generation is not 
sufficient for the inter-generational substitution issue included in the semiconductor industry. Thus, it’s necessary to 
design a forecasting method considering multi-generation problem for a semiconductor manufacturer (Y.-J. Chen & 
Chien, 2018; Chien, Chen, & Hsu, 2010). 
 
In order to enhance the forecast accuracy, Chien, Chen, and Peng (2010) considered the shorten product life cycle and 
multi-generation to construct a diffusion model, called the SMPRT model. The variables of seasonal factor (S), market 
growth rate (M), price (P), repeat purchases (R) and technology substitution (T) have been concerned. For parameter 
estimation, nonlinear least square method is applied. According to the increasing importance of high-speed computing 
to empower intelligent manufacturing, non-volatile memory (NVM) turns into a critical semiconductor component. 
Y.-J. Chen and Chien (2018) proposed a demand forecasting UNISON decision framework integrating diffusion 
model and adjust mechanism from the domain experts for enhance the smart production of semiconductor 
manufacturing. 
 
2.3 XGBoost 
 
Speaking of XGBoost, the section begins with the review of Gradient Boosting. Presented by J. H. Friedman (2001) 
Gradient Boosting Machine is also known as Multiple Additive Regression Trees (MART) and Gradient Boosted 
Regression Trees (GBRT). Gradient boosting is a very powerful machine learning technique (J. Friedman, Hastie, & 
Tibshirani, 2001) in which regression trees are able to produce competitive, highly robust, interpretable procedures 
for both regression and classification. Suffering from complex data preparation in traditional data analysis method, 
gradient boosting effectively drives data analysis into another level that gradient boosting reduce the effort of complex 
data cleaning process (J. H. Friedman, 2002). Boosting algorithms is a kind of learning algorithms that combine lots 
of simpler models (Schapire & Freund, 2012), these simpler models also called weak learners (Kearns, 1988). Those 
models usually have limited predictive ability and print out low accuracy. On the contrary, strong learners hand out 
accurate results, predicted value submitted by strong learners are similar to true value. Scholars wondered that can 
weak learners combined into one strong learner. As stated in the previous section, boosting algorithms has been 
launched and yielded the solution of that question. This algorithm combines many weak learners such as Probably 
Approximately Correct (PAC) and Valiant which tends to be a relatively more accurate model. Different training sets 
are generated by adjusting the weights corresponding to each sample, and when the classifier generates a 
misclassification, the learning model increases the weight of the sampled errors to show the importance of the wrong 
subsamples. 
 
A scalable end-to-end tree boosting system called XGBoost (T. Chen & Guestrin, 2016) was presented by Tianqi 
Chen as an improve Gradient boosting algorithm. Since this algorithm was launched in 2014, it has quickly become 
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among the most popular methods used on Kaggle. Nielsen (2016) compared XGBoost with Gradient Boosting 
Machine in which shoes that (1) the XGBoost algorithm propose a theoretically justified weighted quantile sketch for 
efficient proposal calculation, (2) the introduction of a novel sparsity-aware algorithm for parallel tree learning. (3) 
enabling an effective cache-aware block structure for out-of-core tree learning (T. Chen & Guestrin, 2016). In order 
to improve the accuracy, XGBoost also adjust some part from original Gradient Boosting Machine: (1) original 
Gradient Boosting Machine which uses CART (Classification and Regression Trees) as classifier. XGBoost not only 
can be applied based on CART but also can use linear classifier. (2) XGBoost algorithm apply second order in the 
Taylor's expansion to loss function, and it also add in regularization, those steps effectively simplify learning models 
and avoid overfitting. Yet there are some situations that Gradient Boosting Decision Tree (GBDT) can’t perfectly 
predict. For example, when the feature dimension is high and data size is large, the efficiency and scalability are still 
unsatisfactory. Ke et al. (2017) proposed LightGBM as a highly efficient gradient boosting decision tree to solve to 
related issues. 
 
2.4 Genetic Algorithm 
 
Inspired by Charles Darwin's theory of natural evolution (Darwin, 2004), nominated survival of fittest concept, 
Evolutionary algorithms (EAs) are stochastic search methods simulated natural evolutionary process. Evolutionary 
operations are first proposed in 1950s such as manufacturing plant viewed as evolving species (Box & Hunter, 1957). 
Being as the core of learning machine in the simulation perspective, EAs are implemented in gradual improvement of 
a computer programming (Friedberg, 1958). Genetic algorithm (GA), based on the evolutionary strategies of mutation, 
crossover and selection is proposed by John Holland in the early 1970s, and particularly his book Adaptation in Natural 
and Artificial Systems (Holland, 1975). Since then GA has become popular and implemented GA in search high 
quality solutions, optimizing deterministic problems and machine learning domains (Booker, Goldberg, & Holland, 
1989). Moreover, the concept of genetic programming that evolution programs will be the combination of Genetic 
Algorithm and data structure (Michalewicz, 1996) has promote GA as a powerful optimizer for the next decades.  
 
The primary foundation of GA regarding the best known EAs is that GA follows the five basic components (Koza, 
1994): First, a genetic representation of potential solutions to the problem is necessary for GA process, nominated the 
encoding and decoding mechanism of genetic algorithm. Second, Ga process shall always contain a way to create a 
population, namely an initial set of potential solutions. Third, since Ga is based on the concept of natural selection, 
fitness selection from the environment is required for the system in order to evolve from the initial population. Hence, 
an evaluation function rating solutions in terms of their fitness value remains vital as well. Fourth, genetic operators 
that alter genetic composition of offspring plays an important part of controlling the evolving system such as crossover, 
mutation and selection. As the last part, parameter value setting including population size and probability of applying 
genetic operators is the last part to activate the genetic program. 
 
In addition, based on some preference criterion/objective function, GA has been implemented to accelerate the speed 
of machine learning techniques from mixed media data widely as well (Mitra, Pal, & Mitra, 2002). For instance, 
researches have be done to validate of sensitivity to choice of parameters of the GA/KNN method based on Gene 
selection for sample classification based on gene expression data (Li, LP, 2001). The genes are able to be recognition 
subsequently to classify independent test set samples for the stochastic supervised pattern recognition model. In 
research of Support Vector Machines (SVM), Huang has proposed a GA based approach for feature selection enabling 
optimization of parameters (Huang & Wang, 2006). The results provide higher classification accuracy which has fewer 
input features for SVM. In deep learning studies, Momeni, Nazir, Armaghani, and Maizir (2014) has used artificial 
neural network (ANN) enhanced with genetic algorithm (GA) in finding global minima of predicting pile bearing 
capacity. Besides, Rouhi, Jafari, Kasaei, and Keshavarzian (2015) proposed a cellular neural network (CNN) whose 
parameters are determined by a genetic algorithm (GA) to solve benign and malignant breast tumors classification 
issues. Furthermore, Yang and Qin (2018) has developed a distributed correlation model mining from remote sensing 
big data based on gene expression programming (DCMM-GEP) in order to solve the enormous remote sensing data 
for mining algorithms. Based on genetic programming, the proposed DCMM-GEP have shown better R-square values, 
MAPE and less average time-consumption. 
 
3. Methodology 
 

3761



Proceedings of the International Conference on Industrial Engineering and Operations Management 
Bangkok, Thailand, March 5-7, 2019 

© IEOM Society International 

The purpose of the paper is to construct an intelligent agent which consists of the prediction model for the required 
workforce with learning mechanism to solve workforce allocation issue for IC-D&S with precision and efficiency. 
This section includes three parts: (1) Problem Definition, which identifies the business scenario and the specific 
problems such as rule based constrains of the empirical study; (2) Data Preparation, which show that how the 
information flow and the related data be prepared in the first place for the further prediction and optimization model; 
(3) Model Construction for Intelligent Agent implies that how the learning based system been constructed. The 
implemented methodologies are described in detail in this section (Figure 1). 
 

 
Figure 1 

 
3.1 Problem Definition 
 
Regarding as one of the most important resource for high-tech industries such as semiconductor industry, human 
capital management plays an important role to maintain enterprise’s competitive advantages. Owing to the changing 
nature of knowledge workers in high-tech industries, jobs cannot be easily delineated. This means that conventional 
personnel selection methodologies which focus on static work and job analysis will no longer be appropriate for 
knowledge workers in high-tech industries (L.-F. Chen & Chien, 2011). Under the condition that routine work has 
gradually been replaced by machines, the expenditure of high-tech workers will become the critical part of the 
company's human capital costs. Yet seldom companies are capable to measure the productivity of workforce not to 
mention to quantify them. Considering the actual workforce required for each project, which usually depends on the 
historical experience of the company's internal high-level supervisors, and when the workforce estimates are 
inaccurate, it is likely that there will be problems of idle workforce or insufficient capacity, which indirectly leads to 
extra costs for the company. Besides, high cost of outsourcing is required to achieve a commitment to customer 
delivery. The purpose of this study is to solve the production deviation caused by the number of people making the 
project. The industry usually needs one department to spend one month to develop the manpower required for the 
whole year. When the number of projects is reduced, the study proposes a set. The decision support system effectively 
improves the efficiency and accuracy of manpower development. In this study, each the performance of workforce 
will be defined as the output of one manpower per day, nominated as Man-Day. 
 
3.2 Data Acquisition 
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Data acquisition can be divided into two dependent parts including data preparation and data cleaning. In the data 
preparation part, it is necessary to collect the design parameters applied in the semiconductor industry to establish the 
correlation between design parameters and Man-Day via the discussion with field experts. Through the further 
information of the related chip design specifications, whether the factors have significant correlation with Man-Day, 
will be discussed in the subsequent model prediction. Finally, based on the company's statistical system, Man-Day 
data are required for each project of the project materials over the years which is collected and stored in the database 
of the company. 
 
As the second part, data cleaning aims to filter corrupt or inaccurate records from a record set. General data cleaning 
process will filter outliers by boxplot, which divides continuous data into quartiles at a distance of 1.5 times the 
interquartile range of the first quartile or A point that is greater than the third quartile is divided into outliers. However, 
this method is less suitable, because there are many design parameters that are categorical variables. Hence, the study 
conducts the dominated method for data cleaning. Outliers are completely eliminated if they are dominated by other 
project. For example, if the design parameters of Project A are all more complicated than Project B, yet Project A 
presents Man-Day far less than Project B, and there exists Project C which is superior that both of Project A and 
Project B, the two materials will not be counted. 
 
3.3 Model Construction for Intelligent Agent 
 
The intelligent agent consists of two main parts including XGBoost and parameter optimization based on GA (Figure 
1). Through the historical data obtained from the previous stage, the XGBoost machine learning model predicts 
important attribute factors that have a significant impact on the project and the relative impact of the factors on each 
design stage of the project. Detailed procedures are described as the follows. For the first part, collect all the project 
design parameters, and generate the sparse matrix by converting the project design parameters from category type to 
one hot encoding. Classification for the data into test set and training set are conducted so that it is available to establish 
DMatrix. DMatrix is an internal data structure used by XGBoost that is optimized for memory efficiency and training 
speed. XGBoost model was built using the training DMatrix obtained from pre-processing. XGBoost model has 
superior ability to import sparsity aware algorithms to process sparse matrices compared to many algorithms. 
 

Table 1 

General parameters Booster parameters Learning task parameters Command line parameters 
1. Booster 
2. Silent 
3. Verbosity 
4. Nthread 
5. disable_defaul

t_eval_metric 
6. num_pbuffer 
7. num_feature 

1. eta 
2. gamma 
3. max_depth 
4. min_child_weight 
5. max_delta_step 
6. subsample 
7. lambda 
8. alpha 
9. tree_method 
10. sketch_eps 
11. scale_pos_weight 
12. updater 
13. refresh_leaf 
14. process_type 
15. grow_policy 
16. max_leaves 
17. max_bin 
18. predictor 

1. objective 
2. base_score 
3. eval_metric 
4. seed 

1. num_round 
2. data 
3. test:data 
4. save_period 
5. task 
6. model_in 
7. model_out 
8. model_dir 
9. fmap 
10. dump_format 
11. name_dump 
12. name_pred 
13. pred_margin 

 
In machine learning, parameters are the adjustable variables inside the model. The parameters in XGBoost model can 
be categorized into General parameters, Booster parameters, Learning task parameters and Command line parameters. 
Those detail parameters are as follow table. The common boosters are linear and tree respectively. It is proved by 
most studies that tree booster is better than linear booster. Therefore, in Booster parameters, this study will add 
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optimization algorithm to the booster of tree model via GA. GA adjusts the parameters to achieve the best predictive 
ability. The performance is evaluated by the fitness value in GA which is set to minimize the average absolute 
percentage error, and the parameter of the minimum average absolute percentage error is calculated as the benchmark 
parameter of the XGBoost machine learning model. In the agent system, there will be a field for the user to fill in the 
desired MAPE value. When the MAPE value is lower than the user-set benchmark, the gene algorithm will terminate 
by itself. When the user does not set any field, Then the gene algorithm will automatically iterate to defined sub-
generations. If it cannot be detached, it is considered to be the best solution of the region.  
 
4. Computation Results 
 
In this section, the study implements the proposed intelligent agent system for an IC-D&S company in Taiwan as an 
empirical research case to solve the mentioned workforce allocation learning model. Parameter setting for XGBoost 
and GA for the model will be first described. Comparisons among the efficiency with the company's internal human 
decision making and the performance among different algorithms are conducted. For the sake of confidentiality, some 
conversion processing has been done, but it does not affect the conclusion and validity of the research. 
 
The study applied the obtained row data from the company to train in the XGBoost machine learning model. The 
lifting method used in this study is tree booster. By the fix parameter setting for the model, the MAPE predicted by 
the following levels: (1) Stage 1 with MAPE = 27%, (2) stage 2 with MAPE = 28%, (3) stage 3 MAPE = 25% and (4) 
stage 4 with MAPE=22%.  The study combines the results from the 4 stages to count total Man-Day of single project. 
The result shows that the MAPE for the project's total Man-Day is 26% in which we are able to determine this 
forecasting model is less accurate by the increasing scale of Man-Day's forecasting (Figure 2). 
 

 
Figure 2 

 
GA is used to optimize the Booster parameters in the XGBoost model.  The real value type, fitness function for the 
booster parameters, lower bounds and upper bounds for booster parameters all follow the setting of XGBoost model. 
After setting crossover and mutation rate, the termination condition is set that if it does not evolve after 10 iterations, 
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which is viewed as the lowest MAPE and best predictive power for the XGBoost model parameters. The optimized 
XGBoost model parameters selects seven design parameters that have a significant impact on the project from 35 
design parameters, and the relative impact of design parameters on each design stage of the project. Due to the 
protection of company secrets, the actual factor will not be shown, the table below (Table 2) shows which factor 
affects the time horizon forecast. The parameter-adjusted project predicted MAPE of 12.23%, which greatly increased 
the forecasting ability of the original unadjusted parameters. 
 

Table 2 

Design Parameter Gain/Importance 
Stage1 Stage2 Stage3 Stage4 

Parameter A 0.9049 0.9493 0.9004 0.7870 
Parameter B 0.0725 0.0317 0.0536 0.0892 
Parameter C 0.0065 0.0088 0.0061 0.1176 
Parameter D 0.0094 0.0054 0.0203 0.0038 
Parameter E 0.0027 0.0022 0.0094 0.0012 
Parameter F 0.0026 0.0018 0.0092 0.0006 
Parameter G 0.0010 0.0004 0.0006 0.0004 

 
This study also applies other algorithms in Boosting to conduct experiments. The three Boosting algorithms are GBM, 
XGBoost and LightGBM respectively. We initially compare the execution speed and prediction ability of the original 
model, in which GA are implemented as well. It is obvious that in this case, XGBoost's predictive ability is better than 
the original GBM model and the improved XGBoost version of lightGBM, but the program runtime is slightly higher 
than lightGBM, and far lower than GBM. 
 

Table 3 

 
 

 
 
In this study, the important impact factors are determined by XGBoost machine learning model which is submitted to 
the domain experts for professional knowledge evaluation. It is found that the seven attributes selected by the 
intelligent agent plays an important part for workforce allocation in IC service design project, and the case company 
provides the existing The historical data of the project forecast, the case company's ability to predict by manual is 
MAPE=39%, and the prediction model proposed in this study can improve the prediction accuracy for at least 3 times. 
 
To sum up, based on the proposed intelligent agent for workforce allocation and consumption forecasting, the system 
can determine the new training data set and change the XGBoost model with GA to ensure the accuracy of the system 
prediction and response to the case company technology and services in time. In order to ensure that the domain 
knowhow of decision makers or experts can also be considered in the machine learning model, this study additionally 
adds a user input system that changes the original data set whenever the decision makers are likely to change the 
person rate manually. For cases that the estimated value is far from the prediction of the professional domain 
knowledge, the decision maker can change the manpower to use the predicted value and input the data into the original 
data set to establish a new machine learning model. This decision support system can give decision makers the basis 
for pre-planning manpower and time schedule. The MAPE of the forecasting result is 13.39%. After adding new 
information to the intelligent agent, the MAPE will be reduced significantly which is better for decision makers for 
productivity management. 
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5. Conclusion 
 
IC Design has been an industry which provides flexible application-specific integrated circuit (ASIC) services 
enabling semiconductor manufacturing companies for flexible decision. The decision-making process for 
standardizing manpower planning will greatly help the industry. It will ensure that the company can produce projects 
and research and development technology with the most appropriate manpower, thereby maintaining the company's 
high degree of competitiveness in terms of financial or technical aspects. For IC design service industry, the main 
productivity denotes to IC design which is influenced by the performance of project management from workforce 
allocation. This study proposes an intelligent agent system for standardizing IC-D&S project process, which combines 
machine learning algorithms and analyzing from the existing data. The study trains a XG Boosting model with Genetic 
Algorithm (GA) based parameter optimization mechanism combining the existing rules of thumb of domain experts 
to optimize by time and reduce the bias of human estimation. The proposed intelligent agent contributes to Total 
Resource Management (TRM) to enhance productivity, reduce costs and intelligence management. 
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