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Abstract 

 
Cataract is one of eye diseases, namely a dense, cloudy area that form in the lens, can cause the blindness. To 
identify these diseases, most hospital used slit lamp which shows the different structure at the front and inside of the 
eye. However, this equipment is very expensive for public health center in urban areas. To overcome this problem, 
the camera installed with artificial intelligence to ensure there is a cataract or not. In this system, feature extraction 
of Gray Level Co-occurrence Matrix (GLCM) method and identification method of Support Vector Machine (SVM) 
are being used to distinguish normal eye or the one with cataract. This system makes the process faster and ensured 
the patient about the diagnosed better. So that they can undergo surgery as soon as possible. The result of this 
research by using the computer simulation has a good accuracy, namely 82% and 77% respectively for training and 
testing phases. 
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1. Introduction 
Cataract is the main couse of blindness in Indonesia. In 15 provinces, cases of cataracts have percentage rates 
ranging from 70% to 80% based on the survey was conducted by the Association of Indonesian Ophthalmologists 
and the Health Research and Development Agency in 2014-2016 (Ihram, Atmaja, & Widjayanto, 2018). Several 
condition that can cause cataracts are aging process, diabetes, smoking, ect. In those conditions, often people are not 
aware of cataracts in themselves so that they carry out the activities without feeling any danger to themselves and 
others. To cure this serious eye disease, surgery is the only solution. However, it is can be done on several condition. 
Because of  the matrix condition for the successful surgery, the information condition the cataract patient’s cataract 
is become important. Therefore, in this research, the patient’s cataract condition (level of the blindness) expected to 
inform which used to determine what kind of cure to be given. 
 
To get information of patient’s condition, integration system must be support by an artificial intelligence. Namely, a 
Neural Network Classifier was used to detect cataracts based on the classification of images in eye pupils. The 
results are the percentage of accuracy which show the severity of cataracts to inform the patient eyes condition 
(Lukman Hermawan, 2017). The models was used in this research were Gray Level Co-Occurrence Matrix (GLCM) 
for extraction and detection of senile cataract stages on eye image and Support Vector Machine (SVM) K-algorithm 
for the classification. 
 
2. Methods and Literature Reviews 
In this study, it is hoped that the system (show in figure 1) can be identified and classify the eyes of cataracts. The 
first steps in this system are taking the image which carried out by the camera. Then, the image entered into the 
computer as input in Matlab program. In the process, Matlab will do two important jobs, namely image processing 
and system identification. In image processing, the incoming image will be extracted into the matrix and then the  
Gray Level Co-Occurrence Matrix (GLCM) technique taking over for normalization matric texture. The results of 
the GLCM will be used as input for the inspection process, namely Support Vector Machine (SVM) which is part of 
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the training process. After completing the training process, the testing process will be carried out, and through the 
GUI interface the test results will be shown to make easier for the public use. 
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Figure 1. Block diagram of conventional cataract identification system 

Gray Level Co-Occurence Matrix (GLCM) which widely used in biomedical application (Arabi, Joshi, & Vamsha 
Deepa, 2016; Chaudhari & Kulkarni, 2019; Parák & Havlík, 2011; Salem Ghahfarrokhi & Khodadadi, 2020; 
Vallabhaneni & Rajesh, 2018; Zotin, Hamad, Simonov, & Kurako, 2019), is a method that used to extract features 
or analyze an image. This matrix contains information about the combination of pixels number that appear in an 
image which has a certain gray level and a certain pixel value, that makes several angular patterns. These patterns 
produce properties contained therein regarding energy, comparison, entropy, and homogeneity. The coordinates of 
the combination on the pixel value have distance and angle (ϴ) where distance is represented in d and angle is 
represented in degrees. GLCM has an algorithm for creating which is divided into several steps (Davari Dolatabadi, 
Khadem, & Asl, 2017): 
 
 First, the image changed into a gray level on a scale from scale 1 to the largest scale. 
 The result of the gray image is scaled dimensional, which later become the GLCM matrix itself.  
 The formation of the matrix is derived from two pairs of pixels in one image that are aligned in the direction of 

the angular pattern of 0, 45⁰, 90⁰, and 135⁰.  
 Review the difference in value for each bit that starts from bit (0,0) to bit (M, N) with the bit that is in position 

and distance. In bits (M, N) M is the length and N is the width of the matrix.  
 Filling the GLCM value can be done by looking graying at the review and neighboring pixels, where the gray 

value on the review pixel becomes a row and the neighbor pixel becomes a column on the matrix.  
 Finally, determine the properties was contained, based on extract features that have been carried out on the 

GLCM method. There are three types of properties which are contrasted, energy, and homogeneity. 
 

To make prediction, Support Vector Machine (SVM)was used because of its classification ability to distinguish and 
object and has also been used in several biomedical application (Pandey, 2011; Vieirat, Dias, & Mota, 2003; 
William, Winda, Satrio, Sofyan, & Solihin, 2019). This technique can be called a semi-eager because the technique 
requires training process on the data that has been input; and a small portion of the training data will be used again 
when making predictions. SVM is used to find separator functions or classifiers which can separate two data sets 
from two different classes optimally as shown in Figure 2. This is because the performance is convincing in 
predicting the class of new data (Khorshidtalab, Salami, & Hamedi, 2012). 
 
 
The concept of SVM can be explained simply, which is to find the best hyperplane as a separator of two data classes 
in the input space. The trick is to measure the margin (the closest data distance between each class and hyperplane. 
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For data whose class distribution is not linear, it usually uses the kernel approach as the initial data feature when 
conducting training. The kernel here is a function that maps data features from low dimensions of new features with 
higher dimensions. The kernel itself has a way of working which calculates the dot product of 2 vectors in a new 
dimension space by using the components of 2 vectors in the original / previous dimension space. Kernel has 4 types 
of functions, namely linear, polynomial, Gaussian, and quadratic functions. The kernel function approach used by 
the author to classify SVM in the Matlab application is Gaussian. This is because the use of this function has better 
training accuracy compared to other functions (Thiruvengatanadhan, 2018). 
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Figure 2.  Support Vector Machine Binary Classification 

 

3. Results and Discussion 
The eye image which captured by the camera will be digitized through a preprocessing procedure. The 
preprocessing step is used for spectral flatten the signal and making less susceptible to finite precision effects at a 
later stage. The preprocessing image is then used as input to the feature extraction steps. Feature extraction is the 
process of converting the raw image into the feature vector which will be used as input for the classification system. 
There are two important phases in the proposed system, namely training phases and testing phases. In the training 
phase, the system is trained to develop an eye based model of the cataract and normal eye as shown in figure 3, 
respectively, a template for the model pattern stored in the memory. In the testing phase, the input data will match 
with the model in order to recognize the eye.  
 
All data input, which entered into the computer will be cropped so that the figure only shows the pupil eye area. The 
cropping process has the aim that in the next process GLCM (Gray Level Co-occurrence Matrix) can recognize the 
eye better and more accurately. In GLCM, the green part of color level in the cropping images was changed to gray, 
and the image becomes a matrix 8x8 pixel. The images which have the cataract disease have a high pixel number in 
the same area; and for normal eyes, the pixel number almost zero due to the black color as shown in figure 4. The 
next step, GLCM will increase the contrast and reduce the noise of the image as shown in figure 5 which the left 
side of the cataract eyes and the left for the normal eyes. This process will be helpful in identification system as 
discussed above the training phase is applied in order of getting the model each of the case, cataract and normal eye 
respectively. The 30 other data for normal and cataract eye are evaluated. Each of the eyes image  is modeled based 
on GLCM technique into eight by eight GLCM parameters. The training data involve  10 data which consist of five 
cataract eye and five normal conditions. Therefore, the training data involve 160 parameters for all two kinds of 
normal and cataract eye. The other brain signal activity, 80 parameters are applied as testing data. 
 
In order to evaluate the effectiveness of the proposed system, the 20 data of each of the cataract and normal eye 
which a total of 42 data respectively, are performed to train the The SVM-based classification is applied to perform 
identification of processes using the binary classification method. The SVM based binary classification with the 
radial basis function (RBF) kernel method with the degree of 13 has been used in this paper. The SVM gives 100% 
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accuracy for training phased. This means the SVM has perfectly classifies all of the two kind of eye normal and 
cataract, respectively. Furthermore, the results of analysis with another eye data testing stage produce 72.5% and 
82.5% classification rate for normal and cataract eye, respectively. The testing classification rate results have shown 
that the performance of SVM based pattern matching technique has better performance in term of training and 
testing accuracy. 
 

                                         
 

                                         
 

Figure 3. Data training of the cataract (row 1 to 5) and normal eye (row 6 to 10) 
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Figure 4 The example matrix 8x8 of data  which (a) upside for cataract eyes (b) downside for normal eyes 

 

 
 

Figure 5. The image had been treated for grayscale, contrast and noise correction. Left side for cataract eye and right 
side for normal eye. 

4. Conclusion 
Based on the results of the final project that has been made by the author, the conclusion obtained is the method of 
image processing using the Gray Level Co-Occurrence Matrix and the Support Vector Machine identification 
system has succeeded in getting the expected accuracy results when compared with other methods. This system is 
able to classify or distinguish normal eyes and eyes affected by cataracts. The results can be seen through the 
accuracy of the training data was 82.6% and the testing data of each eye, which is 72.50% of cataract eye training 
data and 82.5% of normal eye data. However, from these results the system is still classified as imperfect due to the 
limitations of the author to retrieve data which results in the processing of data images being less than optimal. 
 
SVM-based cataract recognition system has been proposed and discussed in this paper. This technique is developed 
based on image processing and intelligent system, the method based on SVM. The accuracy of the SVM based eye 
image recognition was found good result. It was also clear, from our computer simulation results, that the proposed 
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method requires much less training time than the existing one. These results identify whether normal or cataract 
based on the eye image is considered. In the future, it is needed to clarify the performance and complexity with 
increasing number of human eye image to prove its usefulness in real system. 
 
With that in the future work, this system could develop the stand alone embedded system, which consist of special 
camera, raspberry and LCD. This system work by taking the picture of the eyes using the camera. Picture that 
captured by the camera then used as input to the system to be identified. The identification result is then displayed at 
the LCD. 
 
5. Reference 
Arabi, P. M., Joshi, G., & Vamsha Deepa, N., Performance evaluation of GLCM and pixel intensity matrix for skin 

texture analysis. Perspectives in Science, 8, 203–206. https://doi.org/10.1016/j.pisc.2016.03.018,  2016. 
Chaudhari, A., & Kulkarni, J., Cerebral edema segmentation using textural feature. Biocybernetics and Biomedical 

Engineering, 39(3), 599–612. https://doi.org/10.1016/j.bbe.2019.06.002, 2019. 
Davari Dolatabadi, A., Khadem, S. E. Z., & Asl, B. M., Automated diagnosis of coronary artery disease (CAD) 

patients using optimized SVM. Computer Methods and Programs in Biomedicine, 138, 117–126. 
https://doi.org/10.1016/j.cmpb.2016.10.011, 2017.  

Ihram, R. Z., Atmaja, R. D., & Widjayanto, I.,  DETEKSI DAN KLASIFIKASI STADIUM KATARAK SENILIS 
BERDASARKAN CITRA MATA MENGGUNAKAN METODE SUPPORT VECTOR MACHINE ( SVM ) 
DETECTION AND CLASSIFICATION OF SENILE CATARACT STAGES BASED ON EYE IMAGES 
USING SUPPORT VECTOR MACHINE ( SVM ). In e-Proceeding of Engineering (Vol. 5, pp. 2023–2030), 
2018.  

Khorshidtalab, A., Salami, M. J. E., & Hamedi, M., Evaluation of time-domain features for motor imagery 
movements using FCM and SVM. In JCSSE 2012 - 9th International Joint Conference on Computer Science 
and Software Engineering. https://doi.org/10.1109/JCSSE.2012.6261918,  2012. 

Lukman Hermawan , Deteksi Dini Retinopati Diabetik dengan Pengolahan Citra Berbasis Morfologi Matematika. 
IJCCS, 11(2), 209–218. https://doi.org/1978-1520,  2017. 

Pandey, P. K., Image Processing using Principle Component Analysis, 15(4), 37–40, 2011. 
Parák, J., & Havlík, J., ECG signal processing and heart rate frequency detection methods. Proceedings of Technical 

Computing Prague. Retrieved from http://amber2.feld.cvut.cz/bmeg/wp-content/uploads/2012/03/Parak-TCP-
2011.pdf, 2011. 

Salem Ghahfarrokhi, S., & Khodadadi, H., Human brain tumor diagnosis using the combination of the complexity 
measures and texture features through magnetic resonance image. Biomedical Signal Processing and Control, 
61, 102025. https://doi.org/10.1016/j.bspc.2020.102025, 2020.  

Thiruvengatanadhan, R.,  Speech Recognition using SVM, 918–921, 2018 
Vallabhaneni, R. B., & Rajesh, V., Brain tumour detection using mean shift clustering and GLCM features with 

edge adaptive total variation denoising technique. Alexandria Engineering Journal, 57(4), 2387–2392. 
https://doi.org/10.1016/j.aej.2017.09.011, 2018.  

Vieirat, J., Dias, F., & Mota, A., Comparison Between Artificial Neural Networks and Neuro Fuzzy Systems in 
Modelling and Control: A case Study. Intelligent Components and Instruments for Control Applications, 249–
255. https://doi.org/10.1016/S1474-6670(17)32543-0, 2003. 

William, L., Winda, A., Satrio, D., Sofyan, T., & Solihin, M. I., Automotive Start-Stop Engine Based on Face 
Recognition System, 01020, 1–15., 2019. 

Zotin, A., Hamad, Y., Simonov, K., & Kurako, M.,  Lung boundary detection for chest X-ray images classification 
based on GLCM and probabilistic neural networks. Procedia Computer Science, 159(January), 1439–1448. 
https://doi.org/10.1016/j.procs.2019.09.314, 2019. 

 
 
 
 
 
 
 
Biographies: 
 

Proceedings of the Second Asia Pacific International Conference on Industrial Engineering and Operations Management 
Surakarta, Indonesia, September 14-16, 2021

© IEOM Society International 964



Leonardo Michael Marcello,  final year student from  BINUS ASO School of Engineering, Bina Nusantara 
University, in 2020 majoring in Automotive and Robotics Program, and Currently he is working in Tanggerang. His 
research mainly on Intelligent system, data base, and embedded system. 
 
Oey Endra received his B.S. degree in Computer Engineering from Bina Nusantara University, Jakarta, Indonesia, 
in 2001, and his M.Eng. degree in Optoelectronics and Laser Applications from the University of Indonesia, Jakarta, 
in 2006. He is currently working towards the Ph.D. degree at the University of Indonesia. His research interests are 
in the areas of digital image processing, sparse approximation, compressive sensing and wavelet analysis. 
 
Zener Sukra Lie was born in Jakarta, Indonesia on March,14, 1984. Zener Sukra Lie completed his undergraduate 
degree in Electrical Engineering from University of Indonesia, Jakarta, Indonesia 2006. In the same year, He joined 
the graduate program in Electrical Engineering with majoring microelectronics at Bandung Institute of Technology, 
Bandung, Indonesia. In 2012, He got his doctorate degree on Nuclear Power and Energy Safety Engineering 
Department from University of Fukui, Fukui, Japan. Currently He is a lecturer in the department of Automotive and 
Robotics, BINUS ASO School of Engineering (BASE), Bina Nusantara University and the same time he works as a 
voluntary researcher for M3RC. His research and lecture revolve around Laser-Induced Breakdown Spectroscopy, 
and Intelligent System. 
 
Winda Astuti received the B.S. Degree in Electrical, Control and Computer engineering from National Institute of 
Technology, Bandung, Indonesia, in 2000 and the M.S. degree in Electrical and Computer Engineering from 
International Islamic University Malaysia, Malaysia, in 2008. She is finishing the Ph.D. degree in Mechatronics 
engineering at International Islamic University Malaysia, Malaysia. Previously, she was a lecturer at Electrical 
Department at University of Jenderal Soedirman (2007-2009). Currently, she is a full lecturer in the Department of 
Automotive and Robotics, Binus Aso School of Engineering (BASE), Bina Nusantara University. Her main research 
interests include control systems theory and applications, intelligent systems, signal and image processing. 

Proceedings of the Second Asia Pacific International Conference on Industrial Engineering and Operations Management 
Surakarta, Indonesia, September 14-16, 2021

© IEOM Society International 965




