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Abstract

Predicting metro ridership is an essential requirement for efficient metro operation and management. The dependence of Metro ridership on the land-use densities is extremely logical and entails a need for a model that predicts the Metro ridership using land use densities. The objective of this research study is to develop a model to predict the metro station ridership utilizing the land use densities in the vicinity of metro stations. A Support Vector Machine (SVM) model was developed as a classifier in order to predict ridership patterns. The ridership data was obtained from Qatar Rail, and the land use data were obtained from the Ministry of Municipality and Environment (MME), State of Qatar. The land use densities in the catchment area of 800m around the metro stations have been considered in this study. The nonlinear relationship between the metro ridership and land use densities has been captured through the SVM model. The resultant performance of models prediction showed a rational accuracy in which the variance of predicted ridership and actual data didn’t exceed 0.14, the proposed prediction model can be utilized by both Urban and transport planners in their processes to plan the land use around metro stations and predict the transit demand from those plans and achieve the optimal use of the transit system i.e. Transit-Oriented Developments (TOD).
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1. Introduction
1.1 Overview
In the presence of rapid urban growth and economic evolution, the successful operations and efficiency of transportation infrastructure are, to a major extent, a key indicator of a country’s strength. In such a context, the need for transportation engineers and planners becomes eminent in order to predict the transportation demand using the attributes related to urban growth. In addition, achieving the integration and sustainability of public transportation and land-use planning around transport nodes plays a significant role (Shao et al., 2020). The transport planners must always choose the best scenario of development for various land uses considering the various impacts of the development. One of the major concerns is providing enough accessible public transport facilities to encourage residents to use sustainable modes of transport (He et al., 2020). A solution for such a situation can be provided by implementing an intelligent computing tool that assures the best utilization for land use and operation of public transport. Some developing countries are witnessing the introduction of the metro system as a new mode of transport. Ridership prediction models are essential to plan metro rail operations and assess the sufficiency of metro stations. In the case of the State of Qatar, Qatar Rail has officially started metro operations in November 2019. To plan an efficient metro schedule, it is necessary to develop models to predict ridership, which could help in decision-making and support for metro ridership improvement (Wang et al., 2018; Lam & Toan, 2008; David, 2003). Since no previous models are available such as this research study attempts to fill this gap by developing a predictive model that estimates station-based monthly metro ridership with respect to the land use densities around rail stations for the State of Qatar. To the best of our knowledge, no previous research has proposed a Support Vector Machine (SVM) ridership prediction model using land-use densities around metro stations. By intelligently incorporating the ridership data into the SVM projected space, the quantification of various scenarios have been achieved which, in turn, has enabled a better insight into the real-world challenges associated with the ridership prediction. The manuscript is organized as follows; the first section provides a review of the literature with a brief theoretical background. The second section presents the detailed methodology followed in this study along with details of the SVM model and collected data. Along with the model development SVM. Subsequently, the model results are explained and discussed, and finally, Section 6 presents the conclusions, applications, and limitations of this study.

1.2 Research objectives and motivation
The nature of metro transportation differs from any other mode of transportation in its unique characteristics such as its non-linear nature (Sun et al., 2015). Although rail transport and land use planning have been widely studied, other models that take land use into account in forecasting rail use are needed. To the extent of the authors' knowledge, no previous research has investigated the use of aggregate Support Vector Machine model to predict metro ridership taking into account land use in the catchment area around stations. Several key factors influencing the forecast for metro ridership. To this end, this study examines the use of the Support Vector Machine (SVM) model to predict metro ridership for the state of Qatar. In addition, this study proposed ML predictive model for a unique case of the State of Qatar, where rail transit is recent transit, and its use requires sophisticated and reliable prediction and planning tools.

2. Literature Review
The main concern of urban planners and transit operators is to assure the highest efficiency of land use and rail operation (Berawi et al., 2020). The basic strategies for such a purpose are illustrated by Cervero & Kockelman, (1997); basically, the transit ridership should be raised by increasing the land use densities around the stations. Moreover, increase the passengers’ convenience by diversifying the land use types in the station catchment area, and increase the rail transit use through following strategies that enhance accessibility, for instance by creating a pedestrian-oriented environment. The pedestrian-oriented environment could result in the high mixed use of the land around the station, which allows citizens to satisfy all their desired activities in walkable and transit-friendly access. Planning the environment around the station with a high-dense-diverse development should be a crucial apprehension for urban planners and transit operators (Wey et al., 2016). Metro ridership forecasting has been a vital process over the last two decades. Generally, long-term and short-term ridership prediction models are developed to aid transport planners. The traditional methods of ridership prediction for long-term predictions are mainly based on the patterns of trip generation/attraction and users' demand (Bar-Gera & Boyce, 2003; Jovicic & Hansen, 2003). This type of model is significant during the stages of planning and construction of the rail, yet it couldn’t satisfy the needs of the
The urban fabric and land use densities characteristics around the metro station are vital for the planning and operation of the transport systems as well as ridership demand estimation; unlike the vehicle traffic flow which focuses mostly on operational aspects (Yin & Shang, 2016; Sundaram et al., 2011). The short-term ridership prediction models can be divided into two types of prediction: theoretical method and data-driven models. The theoretical method is mainly based on the ridership flow within the station and investigates its dynamics. On the other hand, the data-driven models depend on the collection and observation of datasets and construct their prediction features based on the data. (Yin & Shang, 2016; Sundaram et al., 2011). Data-driven models can further be divided into three types; linear, non-linear, and hybrid prediction methods. The linear methods depend on stationary time series datasets and linearized formulations. The non-linear models have many types, such as nonparametric regression, Gaussian maximum likelihood model, Neural Network (NN), and SVM (Yanwen Li et al., 2017; Smith et al., 2002; Guan et al., 2020). For better accuracy and reliability, the hybrid models tend to combine more than two methods for more accurate forecasting results.

Several existing studies in the broader literature have concluded that the NN method is the most popular non-linear model (Lam & Toan, 2008; Wang et al., 2018). The NN method is most suitable for short-term prediction since it trains the neurons based on a historical dataset, which generates a complex nonlinear link between the inputs and outputs. The main shortcoming of the NN method is that it does not minimize the risk expectations which leads to overfitting. (Vlahogianni et al., 2005; Vapnik, 2000). Compared to the NN method, the SVM is also suitable for short-term prediction models as it satisfies the general prediction requirements and can be generalized for data-specific dynamics. This ability is mainly based on the principles of risk minimization and is obtained using a kernel function. In addition, the SVM has the ability to solve and predict outcomes of a small nonlinear sample with the least overfitting probability (Zhao et al., 2020). Support Vector Machine is one of the classic machine learning techniques that can still help solve big data classification problems. However, the Support Vector Machine is mathematically complex and computationally intensive (Suthaharan, 2001). This section deals with attempts to clarify the theory of SVM in order to successfully implement it in the problem under discussion. The main idea of the SVM implementation is that it maps the inputs into a space Z of high dimensional characteristics by utilizing some nonlinear mapping tools. The concern for such a method is a balanced compromise between how the model could be generalized (conceptual), and how it could be implemented (technical). In order to realize the conceptual part, Suthaharan, (2001) constructed soft separating hyperplane and margin separating hyperplane. On the other hand, to solve the technical aspect, it is not necessary to consider the feature space in its explicit form but to calculate the values within the support vectors and its feature space.

Moreover, problems caused by nonlinear and big samples can be evaded by using SVM. It shows a fundamental role when performing recognition, classification, and regression prediction models (Gao et al., 2022). For prediction and classification problems, SVM could be classified as support vector classification (SVC) and support vector regression (SVR). To predict the metro ridership based on land use densities, SVM was used in this study, and the theory is shown below.

\[
\{(x_i, y_i) = 1, 2, \ldots, n, x_i \in R^n, y_i \in R \} \text{ is a given dataset, where } X_i \text{ is the input training sample, model input trained dataset, and } Y_i \text{ is the output trained dataset. Given that the general linear regression equation of SVR is constructed as shown in Eq. (1)} 
\]

\[
f(x) = w^T \cdot x + b 
\]

where \( w \) represents the weight vector, where \( w \) represents the weight vector, which is the coefficient of \( x \), \( b \) represents a constant. \( x \) can be substituted into \( x \) in Eq. (1), for the calculation and with \( y_i \), \( w \) and \( b \) are selected according to the SRM principle. \( f(x) \) refers to the output value, which could result in a compared error to improve generalizability, Eq. (2) represents the process.

\[
\min_{\|w\|}^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]

\[
s.t. \begin{cases} 
 y_i - f(x_i) \leq \varepsilon + \xi_i \\
 f(x_i) - y_i \leq \varepsilon + \xi_i^* \\
 \xi_i \geq 0, \xi_i^* \geq 0
\end{cases}
\]
Where $\varepsilon$ represents the loss function, $\xi_i, \xi^*_i$ shows the relaxation variables that have different values $C$ represents the penalty coefficient, and $m$ is the number of trained sample. A Lagrangian function could be established as shown in Eq. (3):

$$L(w, b, \alpha, \alpha^*, \xi, \xi^*, \mu, \mu^*) = \frac{1}{2}||w||^2 + C \sum_{i=1}^{m} (\xi_i + \xi^*_i) + \sum_{i=1}^{m} \alpha_i (f(x_i) - y_i - \varepsilon - \xi) - \sum_{i=1}^{m} \mu_i \xi_i$$

$$- \sum_{i=1}^{m} \mu_i \xi^*_i + \sum_{i=1}^{m} \alpha^*_i (y_i - f(x_i) - \varepsilon - \xi^*_i)$$

(3)

where $\alpha, \alpha^*, \mu$ and $\mu^*$ are Lagrangian multipliers, which are bigger than zero with dissimilar values. The partial derivatives $w, b, \xi$ and $\xi^*$ are obtained given Eq (4):

$$w = \sum_{i=1}^{m} (\alpha^*_i - \alpha_i) x_i$$

(4)

$$f(x_i) = \sum_{i=1}^{m} (\alpha^*_i - \alpha_i)$$

(5)

The metro ridership is subject to many land use density input features. To avoid the results of the multi-dimensional characteristics, the kernel function Eq. (6-10) is used for the purpose of presenting the data in a high dimensional space

$$w(\alpha_i, \alpha^*_i) = \sum_{i=1}^{m} (\alpha_i - \alpha^*_i) y_i - \varepsilon \sum_{i=1}^{m} (\alpha_i - \alpha^*_i) - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\alpha_i - \alpha^*_i) (\alpha_j - \alpha^*_j) K(x_i, x_j)$$

(6)

$$s.t. \sum_{i=1}^{m} (\alpha_i - \alpha^*_i) = 0$$

(7)

$$w = \sum_{i=1}^{m} (\alpha^*_i - \alpha_i) \varphi (x_i)$$

(8)

$$f(x) = \sum_{i=1}^{m} (\alpha^*_i - \alpha_i) \left( \varphi (x_i) \varphi (x) \right) + b$$

(9)

$$f(x) = \sum_{i=1}^{m} (\alpha^*_i - \alpha_i) K(x_i, x) + b$$

(10)

where $K(x_i, x)$ represents the kernel function.

$$K(x_i, x) = \exp (- \frac{||x_i - x||^2}{2\sigma^2})$$

(11)

where $\sigma$ in Eq. (11) is the bandwidth of the Gaussian kernel and is the key parameter in the kernel function.

The nature of metro ridership differs from any other transportation mode due to its unique characteristics, (Sun et al., 2015). After reviewing and comparing the modeling methods that deal with nonlinear problems, we have selected the SVM method as the most suitable method that fits the short-term, nonlinear and periodic type metro ridership prediction. On that basis, the research study proposes a data-driven SVM model that uses actual metro ridership data as model inputs to train the model and subsequently test the model using the testing dataset which is previously unseen by the training model, in order to provide the ridership class as output considering land use density around metro stations in the State of Qatar. Although rail ridership and land use planning have been extensively studied, further models that consider the land use in rail ridership prediction are required. The significance and contributions of this study are as follows: I) A new model has been proposed that predicts short-term metro ridership concerning the land use densities around the stations using the nonlinearity characteristics of the input data of ridership attributed by date on a monthly basis. II) The developed model used four weeks of data (5627 observations on an hourly scale) to construct the prediction function using SVM. III) In general, ridership prediction represents the forecasting for a predefined time interval. Moreover, we can assure that ridership input data has a periodic nonlinear nature resulting from the differences in ridership from weekdays, weekends, and vacations. Thus, and according to what (Wang et al., 2018) discussed, some proposed models in the literature worked well for the weekdays, yet fail to give satisfactory predictions for the weekends. In order to prove the applicability of the model for different ridership observations, both weekdays and weekend data were used in the training and testing of the models.

3. Methods

As presented in the literature several scholars have investigated rail transit ridership using ML models, yet to the extent to the authors’ knowledge that no previous research has investigated the use of SVM to predict rail ridership considering land use in the catchment area around the stations. Moreover, this applies the proposed model to a unique case of the State of Qatar, where the rail transit is newly transit, in which its use needs sophisticated and applicable prediction and planning tools. This section discusses the machine learning model development, the data used to fit the models, data training, model validation, and model testing. As illustrated in Figure .1, the structure of the presented
The study went through several stages; starting from the first stage of problem identification and literature review, followed by data collection and analysis. The third stage included data filtering and preprocessing, then the SVM model building using the RStudio software package. This included training on 80% of the data, followed by testing on the remaining 20% of the data. The constructed SVM model was tested using three performance indicators namely, MAE, RMSE, and R². Finally, the model was run to generate the predicted values of ridership to present the tuned model and assess its performance. The following section provides a theoretical background for the SVM model and later presents the data collection process.

**Figure 1 Research design flowchart**

4. Data Collection

State of Qatar incorporates the Qatar Integrated Railways Program (QIRP) in establishing the Doha Metro Project, which features a 300 km network intended to link all significant districts to the city’s international airport, Olympic stadia, ports, and the urban villages. Qatar Rail is responsible for developing and operating the Doha metro project. At its ultimate stage, the project will consist of four lines serving 98 stations. Figure 2 shows the map for Doha metro project. The whole project is designed in two phases. The first phase comprises the red, golden, and green lines, with 37 stations and 75 km of revenue lines. This phase has started its operation fully in 2019. The next phase is expected to add 60 more stations, and 130 km revenue lines to fully revolutionize people’s movement around the city of Doha.
and its suburbs. The establishment also creates access to job opportunities through a reliable and sustainable transport system (Qatar Rail, 2020).

![Figure 2 Doha Metro Lines (Source: Qatar Rail)](image)

Ridership data for Phase I of the metro operations were collected from the concerned authorities at the transport planning department from Qatar Rail. The following section provides an overview of the data. The collected dataset is for 37 rail stations with a total of 5627 trip records on an hourly basis taken from February 1st, 2020 until February 29th, 2020. Figure .3 and Figure .4 represent the relationship between the number of trips attracted to the station and the trips generated from the station and the time of the day at each station. As shown in Figure .3 the trip attraction is highest at 07:00 am at DECC station with the maximum trips of 1918 and a mean of 523.75 trips and a standard deviation of 566.069 trips. Also, DECC has the highest trips generation at 07:00 to 08:00 with a total of 12021 trips and a mean of 961.72 trips, and a standard deviation of 2353.320 trips. On Thursdays, DECC also has the highest trip attraction at 17:00 to 18:00 with several trips of 12021 trips, and a mean of 961.72 trips with a standard deviation of 2353.320 trips. It has the highest trips generation from 7:00 to 08:00 with maximum trips of 14046 having a mean of 1123.52 trips and a standard deviation of 2738.412 trips, as per Figure .4. During Fridays, National Museum Station has the highest trips attraction at 18:00 to 19:00 with a number of trips 8862 in a mean of 708.96 trips and standard deviation of 1773.013 trips, DECC and National Museum Station almost similarly have the highest trips generation from 17:00 to 18:00 with maximum trips of 8784 trips having a mean of 702.72 trips and standard deviation of 1763.974 trips as shown in Figure .4. Table .1 shows the general statistical characteristics for the dependent variables, (o) trips generation, (d) trips attraction, and total ridership (o+d). Table 2 shows the descriptive statistics for various land uses for 37 stations under consideration.
Figure .3 Stations Trips Generation

Figure .4 Stations Trips Attracti
Table 1 Descriptive statistics of input features

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Count</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational Facilities Land use density (ER)</td>
<td>2738</td>
<td>0.07</td>
<td>0.19</td>
<td>0</td>
<td>0.99</td>
</tr>
<tr>
<td>Governmental Land use density (GR)</td>
<td>2738</td>
<td>0.11</td>
<td>0.16</td>
<td>0</td>
<td>0.58</td>
</tr>
<tr>
<td>Mixed-Use density (MR)</td>
<td>2738</td>
<td>0.04</td>
<td>0.06</td>
<td>0</td>
<td>0.21</td>
</tr>
<tr>
<td>Residential land use density (RR)</td>
<td>2738</td>
<td>0.32</td>
<td>0.27</td>
<td>0</td>
<td>0.92</td>
</tr>
<tr>
<td>Open Space &amp; Recreation (Indoor-Outdoor) density (OR)</td>
<td>2738</td>
<td>0.1</td>
<td>0.12</td>
<td>0</td>
<td>0.41</td>
</tr>
<tr>
<td>Religious Facilities land use density (RiR)</td>
<td>2738</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>Retail / Commercial Land use density (CR)</td>
<td>2738</td>
<td>0.04</td>
<td>0.12</td>
<td>0</td>
<td>0.68</td>
</tr>
<tr>
<td>Special Use density (SR)</td>
<td>2738</td>
<td>0.16</td>
<td>0.19</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>Transportation Land use density (TR)</td>
<td>2738</td>
<td>1.49</td>
<td>1.12</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Day_mod</td>
<td>2738</td>
<td>18</td>
<td>10.68</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>Station_mod</td>
<td>2738</td>
<td>336.4</td>
<td>397.47</td>
<td>0</td>
<td>2881</td>
</tr>
</tbody>
</table>

Table (1) shows the general statistical characteristics for the dependent variables, (o) trips generation, (d) trips attraction, and total ridership (o+d). Table 2 shows the descriptive statistics for various land uses for 37 stations under consideration. Table (3) represents the ridership derived from the actual ridership dataset and land use densities data, (ER) refers to Educational Facilities Land use ridership, (GR) Governmental Land use ridership, (MR) Mixed Use ridership, (RR) Residential land use ridership, (OR) Open Space & Recreation (Indoor-Outdoor) ridership, (RiR) Religious Facilities land use ridership, (CR) Retail / Commercial Land use ridership, (SR) Special Use ridership, (TR) Transportation Land use ridership.

5. Results and Discussion

A very critical step in the SVM modeling is the identification of input features. As previously mentioned in the literature review, rail ridership has a periodic, nonlinear nature. In that regards successive actual values of ridership are needed to gather as inputs, such that the model will be able to predict the projected values accordingly. As an eventual performance-optimized parameter we need to get the optimum value of the penalty coefficient, loss function, and corresponding parameters in kernel function. The following equation represents the objective function used in this research:

\[
\text{Ridership per Land use} = \sum_{i=1}^{n} \sum_{k \in K} (O_{si} + d_{ki})D_{k}
\]  

(12)

where, (O) refers to trip generation for ith station, (d) for trips attraction for ith station, and (D) is the land use density for land use (k). In this paper, land use was clustered into nine types: Educational Facilities Land use, Governmental Land use, Mixed Use, Residential land use, Open Space & Recreation, Religious Facilities land use, Retail / Commercial Land use, Special Use, and Transportation Land use.

After splitting data into training and testing subsets, the training data were fitted with the SVM, as a regression model with two tuning parameters that need to be set with cost penalty and epsilon parameters of the radial basis function (Kuhn, 2008). Nine different cost penalties were chosen to test the behavior of the trained function for the dataset, besides one single sigma value using the "kernlab" package. The sigma value is assumed to be constant in this model. To broaden the calculation for the cost penalties the values will be ranged between 1 and 9. The next stage was to tune the model, in which the aim is to select one cost penalty value among all candidate values to give the best performance of the model. Following the model tuning summary of results, the textual output shows the general features of the model indicating that the SVM type is eps-regression, radial kernel, with a gamma value of 0.0909 and an epsilon of 0.1, and the model gives its optimum performance with the cost 4 with a number of support vectors to be 16.

According to Kuhn (2008) for regression models, 80-20 training-testing data should be conducted. Accordingly, in this paper, the authors conducted 80% of all the data as a training set and 20% for testing. The training and testing datasets were created using create Data Partition in the caret package.
5.1 Model performance
To tune the designed model, an epsilon-regression should be performed in order to find the optimum epsilon, i.e., the cost penalty values for the model using hyperparameter optimization in which the model will train different couples of values for epsilon and cost to select the optimum value. After running the model, the best performance for the model is at epsilon 0 and cost 8 as shown in Figure 5a where the darkest blue color shows the area where the model performs the best. Figure 5b shows the predicted and actual of the model.

![Performance of SVM](image)

(a)

![SVM performance](image)

(b)

Figure 5 SVM performance

5.2 Model Validation
In order to evaluate the behavior of the developed model, three performance indicators were investigated; Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R Squared. MAE is an indicator used to compare the difference between actual and predicted ridership values for each case. Here, \( x_i \) is the actual ridership, and \( \hat{y}_i \) represents predicted ridership. MAE can be calculated as follows:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| = \frac{1}{n} \sum_{i=1}^{n} |e_i| \sum_{i=1}^{n} (\hat{y}_i - y_i)^2
\]  

(13)

For each value of the dataset \( x_i \) the model predicts a mirror value of \( \hat{y}_i \), so in order to test how good the designed model is. The MSE indicators are used to compute how many errors the model makes, thus the value of \( \hat{y}_i \) is compared to the predicted value \( y_i \), so the value of the error is reflected by \( \hat{y}_i - y_i \), which means the lower value we have the fewer error values the model predicts. For the model designed in this paper, the MAE absolute value was found to be 117 which indicates a small error margin that the model produces with reflects a good behavior of it. The RMSE value is a common indicator used to measure the error in the machine learning models, which is calculated by taking the root of the Mean Squared Error (MSE) (i.e., \( \text{RMSE} = \sqrt{\text{MSE}} \)), for the derived model we had an RMSE absolute value of 204.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2
\]  

(14)

The R-squared measure is mostly used to calculate the portion of variance for the dependent variable that could be explained by the independent variables; the following formula is used to calculate the R2:

\[
R^2 = 1 - \frac{\text{Unexplained Variation}}{\text{Total Variation}}
\]  

(15)

For the developed model, \( R^2 \) value is 0.721, which shows a satisfactory model of ridership variability, the model validation indicators are presented in Table (2).
Table 2: Model Validation indicators values

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Trained Dataset</th>
<th>Test Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>117</td>
<td>131</td>
</tr>
<tr>
<td>RMSE</td>
<td>204</td>
<td>235</td>
</tr>
<tr>
<td>R Squared</td>
<td>72.1</td>
<td>69.7</td>
</tr>
</tbody>
</table>

5.3 Model implication for Sustainable Development Goals SDGs Achievement

According to the 2030 Agenda for Sustainable Development, paragraph 27 states that "sustainable transport systems, coupled with universal access to affordable, reliable, sustainable and modern energy services, quality and resilient infrastructure and other policies that increase productive capacity, create solid economic foundations for all countries". However, twelve objectives are included in this section which is associated with the transport sector, and five of them are directly associated with the transport sector, while seven of them are indirectly associated with it. Furthermore, the five targets directly associated with transport are: road safety (target 3.6); energy efficiency (target 7.3); sustainable infrastructure (target 9.1), urban access (target 11.2) and fossil fuel subsidies (target 12.c). However, it underlines that sustainable transport is important for accelerating the achievement of the SDGs. On the other hand, the seven goals that are indirectly associated with transport are: agricultural productivity (Target 2.3), air pollution (Target 3.9), access to drinking water (Target 6.1), sustainable cities (Target 11.6), food loss reduction (Target 12.3), adaptation to change (Target 13.1) and climate change mitigation (Target 13.2), Figure 6 maps the urban-transport direct and indirect related SDGs. The authors stress that the appropriate predictive models that incorporate transportation systems and urban planning could be of great help to achieve urban-transport SDGs. Since it gives better data-based insights and predictions for planners and authorities for their decision-making process.

6. Conclusion

This paper presents the authors' investigation on the application of ML model, namely SVM to predict rail transit ridership concerning land use planning in the catchment area around the stations. The prediction performance of the model with actual data showed that SVM significantly performs considering the land use densities around the stations. The study proposes a new SVM model to predict a short-term station-based metro rail ridership considering the land use densities to capture the nonlinear, periodic ridership characteristics using a current metro ridership dataset in the state of Qatar. In this research work, the authors employed a machine learning SVM model, first 80% of the dataset was used for model training, then the model was validated using three indicators namely, MAE, RMSE, and R2. Afterwise 20% of the data were tested and prediction outcomes of the models were compared to the actual ridership records, the difference was slightly satisfactory. However, the appropriate operation of Metro is mainly based on the changes that happened in the ridership nature, where the maximum utilization of the transportation system resources and to timely adjust the operation and management strategies are highly desired. Nevertheless, the proposed model used the total monthly ridership and did not consider the special circumstances such as the weekends, hourly variation, and special events. A broader investigation is needed for special circumstances that affect rail ridership in future work. The proposed model can be used to predict ridership for newly planned developments based on land use densities. Model uses only one variable to predict ridership accurately, (advantage of using a nonlinear and data-driven model) so application to various cases is feasible with the possibility of obtaining close-to-real results. In this paper, we have introduced a new emergence of transportation and urban planning perspectives using Machine Learning techniques, which could be used in different scenarios and situations. Moreover, the paper stresses other previous studies' findings on the efficiency of SVM predictive performance and generalizes its accurate prediction. However, the model needs more improvement in future work represented in examining the accuracy of the predictions of the model on a daily or hourly basis. Further work could be done by examining other ML models for the ridership prediction considering land use. The proposed model can be used by planning and operation authorities in their processes to plan the land use around metro stations predict the transit demand from those plans and achieve the optimal use of the transit system. Results can be applied directly in practice.
Figure 6: Urban-Transport direct and indirect related SDGs

SDG2: End hunger, achieve food security and improve nutrition and promote sustainable agriculture.
SDG3: By 2030, double the agricultural productivity and incomes of small-scale food producers, in particular women, indigenous people, family farmers, pastoralists and fishers, including through secure and equal access to land, other productive resources and inputs, knowledge, financial services, markets and opportunities for value addition and non-farm employment.

SDG4: Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all.

SDG5: Achieve gender equality and empower all women and girls.

SDG6: Ensure availability and sustainable management of water and sanitation for all.
SDG7: Ensure access to affordable, reliable, sustainable and modern energy for all.
SDG8: Build resilient infrastructure, promote inclusive and sustainable industrialization and foster innovation.
SDG9: By 2030, provide access to safe, affordable, accessible and sustainable transport system for all, improving road safety, notably by expanding public transport, with special attention to the needs of those in vulnerable situations, women, children, persons with disabilities and older persons.
SDG10: Reduce inequality within and among countries.

SDG11: Make cities and human settlements inclusive, safe, resilient and sustainable.
SDG12: Ensure sustainable consumption and production patterns.
SDG13: Take urgent action to combat climate change and its impacts.

SDG14: Conserve and sustainably use the oceans, seas and marine resources.

SDG15: Protect, restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land degradation and halt biodiversity loss.

SDG16: Promote just, peaceful and inclusive societies.
SDG17: Strengthen the means of implementation and revitalize the global partnership for sustainable development.

Figure 6 Urban-Transport direct and indirect related SDGs
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