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Abstract 

Sentiment analysis is one of the areas of application of text analysis and NLP (Natural Language Processing). It 
builds a system to identify and analyze personal information from textual sources, which are generally divided 
into positive and negative categories. Many case studies are chosen to measure the accuracy of the computational 
model of sentiment analysis. In this study, we use social media's perception of electronic wallets usage. The Naïve 
Bayes method was chosen. It can help classification because it is assumed to be an independent variable, and 
Lexicon is used to calculate the weight of each word. Although several studies have been conducted on sentiment 
analysis, none have used non-standard word correction. The use of non-standard word correction deals with non-
standard words such as slang and word abbreviations. This research begins by digging up the required data, namely 
the keyword electronic wallet. The standard word dictionary normalizes non-standard words, preprocessing data 
with four stages: case folding, tokenizing, stop word, and stemming. The lexicon dictionary produces positive and 
negative labels, and nave Bayes is used to classifying. The data used in this study were 3878 tweets, with a 
distribution of 70% training data and 30% test data. Sentiment analysis obtained in this study shows that Twitter 
users in Indonesia are more likely to give negative comments to electronic wallets. The results of this study 
indicate that by using both methods and adding standard word corrections and testing using RapidMiner, the 
accuracy rate for classifying positive and negative sentiments reaches 88.56%. Further research can add 
Levenshtein Distance normalization to the classification results to better influence the accuracy value. 

Keywords 
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1. Introduction
The development of information technology is increasingly advanced in today's digital era. Not only as a medium 
of information and communication, but many people also use social media to express their opinions, feelings, 
experiences, and other things that concern them(Troussas et al. 2013). Not a few netizens also use Twitter as a 
place to express opinions, and these opinions contain positive and negative sentiments. Sentiment analysis is a 
method of collecting comments and comments from other people about something, such as an issue on a web-
based social network(Alsaeedi and Khan 2019). 

Social media data is one way to perform sentiment analysis. Social media can generate thousands of tweets or 
opinions every day(Medhat, Hassan, and Korashy 2014). People in Indonesia use social media to channel their 
opinions and opinions about various things. The case study taken by researchers is the trend of e-wallet 
applications that have been trending on Twitter regarding the problem of conceding balances in several electronic 
wallet applications to be used as sentiment analysis material because this electronic wallet application is being 
widely used by the public, especially in online transactions. Indonesia has provided several electronic wallets, 
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such as Dana, OVO, and Go Pay. Public assessments of the ease of payment methods through electronic wallets 
can be obtained through social media, one of which is through Twitter, attracting many opinions to be discussed 
with many tweets and comments on social media, especially on Twitter(Salim and Mayary 2020). 

The Twitter social media network is characterized by up-to-date tweet data with a large number and varied topics. 
Thus, Twitter has the potential to perform sentiment analysis(Najib et al. 2019). Every day social media can 
generate thousands of opinion posts or tweets, and everyone expresses opinions and opinions through social media 
freely. These opinions contain positive, negative, and neutral sentiments(Nugroho 2018). And sentiment analysis 
belongs to text mining and has additional challenges not encountered in data mining, such as complex and 
incomplete text structures, unclear and non-standard meanings, and different languages plus inaccurate 
translations(Andika, Azizah, and Respatiwulan 2019). 

This research aims to see the potential of the community contained in Twitter social media for the case of 
electronic wallet applications, and this research wants to test using a combination of two methods, namely naïve 
bayes and lexicon-based, to increase the accuracy rate, with the addition of standard word normalization. Using 
the naïve bayes method alone can increase the accuracy rate for classification, but the pre-processing process has 
the disadvantage of miss-classifying the data(Parveen and Pandey 2017). Therefore, to improve and reduce data 
misclassification caused by the naïve bayes method, it will be combined using lexicon based. Lexicon-based can 
be used after the pre-processing stage; lexicon-based will have a dictionary containing a collection of words with 
positive or negative sentiment meaning(Zhang et al. 2011). However, the lexicon method also found several 
factors that affect the performance of sentiment analysis with a lexicon-based approach, including the use of non-
standard language, the lack of words that are not in the dictionary, the appearance of words that have more positive 
values than words that are negative in a tweet that should be negative or vice versa(Halimi and Rudyanto Arief 
2021). Therefore, to handle the problem of non-standard words only in modern language or slang, word 
abbreviations, and misspellings, a normalization process is performed by checking the tokens in the sentence using 
a standard word dictionary(Prananda Antinasari, Rizal Setya Perdana 2017). 

Naïve Bayes as a classification method in text mining is used in sentiment analysis. This method has good potential 
in classification in terms of precision and data computation(Joshi and Vala 2014). Thus, naïve bayes as a method 
for sentiment analysis and lexicon weighting becomes renewable so that naïve bayes and lexicon are widely used 
to be applied in Text Mining(Xu, Pan, and Xia 2020). Sentiment analysis has been widely used for various studies, 
such as classifying Indonesian people towards online learning on Twitter social media using Lexicon and K-
Nearest Neighbours methods. The results obtained from the comparison of sentiment data are K-Nearest 
Neighbours with an accuracy rate of 80.66% of K-Nearest Neighbours sentiment data, and Lexicon sentiment data 
produces 80.92%. However, the misclassification of data on pre-processing is not optimal because stop words and 
normalized data sets lack so many data sets. So a dataset is needed that can convert non-standard words into 
standard words based on KBBI(Halimi and Rudyanto Arief 2021). While sentiment analysis with a case study of 
online product reviews using the Naïve Bayes method produces the lowest accuracy value in testing 5 classes 
using 80% training data and 20% test data resulting in an accuracy value of 52.66%, while in testing 3 classes 
using a dataset of 90% training data and 10% test data has the highest accuracy of 77.78%. In other words, the 
amount of training data in the sentiment analysis system influences system predictions(Gunawan, Pratiwi, and 
Pratama 2018). The sentiment analysis research on the level of satisfaction of users of mobile telecommunications 
service providers on Twitter social media with the Support Vector Machine method and Lexicon Based Features 
resulted in an accuracy value of 79%, but there was a miss-classification of data. Namely, sentences or words with 
positive sentiments appeared in the test data that should have negative sentiments and vice versa(Perdana and 
Fauzi 2017). 

This research aims to implement the Naïve Bayes method, which was chosen because it can help for classification 
because it is assumed to be an independent variable, and the lexicon to calculate the weight of each word. Only 
the variable's variance within a class is needed to determine the classification. In addition, this research wants to 
use nonstandard word correction to handle the problem of nonstandard words only in modern language or slang 
and abbreviated words. And reduce invalid data or miss-classified data. This research uses data sources from 
social media Twitter and uses a case study of electronic wallet applications in Indonesia with several service 
categories, promos & admin fees, and transactions & top-ups. 

2. Methods
The system that will be built is an application with the concept of analysing sentiment towards electronic wallets 
on Twitter social media using Naïve Bayes and Lexicon-based methods and adding corrections from non-standard 
words to standard words according to the standard word dictionary. The purpose of this system is to provide 
information about public sentiment towards electronic wallets, which will be grouped into positive or negative 
sentiments. The description of the system to be built is shown in Figure 1. 
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Figure 1. Research Methods 

The first stage of this research is to data collection. After the required data is processed and has become data in 
the form of opinions, the data is changed from non-standard to standard words according to the Big Indonesian 
Language Dictionary (KBBI). After changing non-standard words to standard, the data is processed using pre-
processing, namely case-folding, tokenizing, stop word, and stemming, which aims to clean data from raw or 
unused words. Then the dataset is labelled using a lexicon-based dictionary. After the data gets positive sentiment 
and negative sentiment, it enters the classification stage using naïve bayes. 
 
2.1 Data Collection 
In collecting data for this research using the Twitter API, the data collection steps are as follows: 

• Create a developer Twitter account 
• Request access to get an API (Application Program Interface) token to the Twitter developer app. 
• Crawling tweet data is done using the RStudio application.  

The data source used in this research is a collection of Indonesian tweets taken from each customer's Twitter 
account. In the crawling process, it will automatically retrieve tweets with keywords that use hashtags. The data 
used and cleaned as many as 3,639 comments. 
 
2.2 Standard Word Correction 
Non-standard word correction or language normalization is a process used to convert non-standard words into 
standard words, according to the Big Indonesian Dictionary (KBBI)(Buntoro et al. 2014). In the correction of non-
standard words, there are various kinds of words that are considered non-standard words, such as writing in 
modern language or slang (ex: donk = dong), writing with guidelines (ex: pluang = opportunity), writing with 
short words (ex: yg = yang). 
 
In this research, non-standard word repair is used to handle the problem of non-standard words in modern or slang 
language and word abbreviations only. The repair of non-standard words is done by the normalization process, 
which is carried out by checking the tokens in the sentence using the dictionary_katabaku. If there are non-
standard words, they will be converted into standard words according to the dictionary so that the result is a 
sentence using standardized words. An example of a dictionary_katabaku table can be seen in Table 1. 

 

Table 1. Example of dictionary_katabaku 

 

Non-standard 
Words 

Standard Word 

cool fun 
bgt really 

cape reach 
donk dong 

cb cashback 
thanks thank you 

lbh more 
 

In this study, the standard word dictionary used was homemade with adjustments from the Big Indonesian 
Dictionary (KBBI). All text with non-standard words will be converted to standard words. An example of the 
word improvement implementation process can be seen in Table 2. 

 

 

 

Table 2. Raw Word Process 
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Tweet Standard Word 
29 years old, happy to use 
DANA because of the 
Vouchers 

29 years old, happy to use 
DANA because there are 
many Vouchers 

 

2.3  Pre-Processing 
Pre-processing cleans insufficient and unclear data and prepares the text for classification(Haddi, Liu, and Shi 
2013). Reducing noise in the text can help improve the classifier's performance and speed up the classification 
process, thus helping in sentiment analysis (Kadhim 2018). The following steps must be taken in the pre-
processing process: 
 
2.3.1 Case Folding 
Case Folding is converting all capital letters to lowercase. An example of the case folding implementation process 
is by checking the size of each character from the beginning to the end of the character. If a character is found that 
uses capital letters, it will be converted to lowercase. At this pre-processing stage, it can be seen in Table 3. 
 

Table 3. Case Folding Process 

Tweet Case Folding 
29 years old, happy to use 
DANA because there are 
many Vouchers 

29-year-old, happy to use 
dana because there are 
many vouchers 

 
2.3.2 Tokenizing 
Tokenizing is cutting words based on each word that composes them into one part. An example of the tokenizing 
implementation process is by cutting all words in each sentence based on word separators such as periods (.), 
commas (,), and spaces, then parts that have only one non-alphabetic character and numbers will be discarded. At 
this pre-processing stage it can be seen in Table 4. 
 

Table 4. Tokenizing Process 
year more happy happy use 
dana because many voucher  

 

2.3.3 Stop word 
Stop word is the process of eliminating words that do not match the document's topic because these words do not 
affect the accuracy of sentiment classification. An example of the stop word implementation process is to check 
whether the word is the same as the stop word list or not, and if the word is the same as the one in the stop word 
list, then the word will be deleted. At this pre-processing stage, it can be seen in Table 5. 
 

Table 5. Stop word Process 

happy happy use dana many 
voucher     

 

2.3.4 Stemming 
Stemming performs the process of returning various word formations to basic word formations by removing 
affixes. An example of the stemming implementation process is that every word in a tweet will be checked from 
the beginning to the end of the word. If there are words that contain affixes, then the affixes on the word will be 
removed at this pre-processing stage which can be seen in Table 6. 

Table 6. Stemming Process 

happy happy use dana many 
voucher     

The purpose of data pre-processing is to convert raw data into datasets from the results of crawling tweets from 
Twitter social media. 
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2.4  Lexicon-Based 
Lexicon-based features are word features that have positive or negative sentiments based on a dictionary or 
lexicon. Lexicon is a collection of sentiment words that have been known and collected. For the weighting process 
on this feature, a dictionary or lexicon containing words containing sentiment called sentiment dictionaries is 
needed(Perdana and Fauzi 2017). 
 
The lexicon-based approach is a sentiment analysis approach model often used in a study to determine 
classification, using a dictionary of language words or corpus equipped with weights on each word as a language 
or lexical source(Asri and Wahyu 2021). The purpose of creating a dictionary here is to minimize misclassification 
when the test data has ambiguous sentiment values(Mowlaei, Saniee Abadeh, and Keshavarz 2020). Lexicon-
based can improve the performance in classifying sentiment(Khare and Chougule 2012). 

The sentiments used are positive sentiments and negative sentiments. The processing stage of the positive lexicon 
word dictionary and the negative lexicon word dictionary is to break the tweet text into fragments of words to 
make it easier to determine positive and negative scores. Lexicon-based scores are calculated using equations 1 
& 2. 

𝑖𝑖𝑖𝑖 Σ𝑘𝑘 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑘𝑘)  >  𝑡𝑡ℎ𝑆𝑆𝑒𝑒 0 𝑝𝑝𝑆𝑆𝑝𝑝𝑖𝑖𝑡𝑡𝑖𝑖𝑝𝑝𝑆𝑆 

𝑖𝑖𝑖𝑖 Σ𝑘𝑘 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑘𝑘) <  𝑡𝑡ℎ𝑆𝑆𝑒𝑒 0 𝑒𝑒𝑆𝑆𝑛𝑛𝑛𝑛𝑡𝑡𝑖𝑖𝑝𝑝𝑆𝑆 

(1) 

 

(2) 

In this research, the sentiment dictionary was obtained from previous research and then added manually according 
to the researcher's needs. 
 
2.4.1 Data Labelling 
A lexicon is a word feature with a positive or negative sentiment based on a dictionary or lexicon. Lexicon is a 
collection of sentiment words that have been known and compiled. For weighting this feature, a dictionary or 
lexicon containing words is needed, called a sentiment dictionary. At this stage, the sentiment dictionary used in 
this study uses a dictionary made by itself. An example can be seen in the following Table 7. 
 

Table 7. Data Labelling 
 

29 ears old, happy to use DANA because of the vouchers 
 
Lexicon Calculation Example There are 0 negative words and 5 positive words detected in the lexicon dictionary, 
namely "happy", "happy", "dana", "many", and "voucher" as positive words. Then the calculation results are 
obtained. 

Score = (number of positive words) - (number of negative words) then the score = 5 - 0 = 5. The final value 
obtained from the calculation results in a score of 5 or > 0 then identified as positive. 
 
2.5  Naïve Bayes 
Naïve Bayes Classifier is the simplest and most used classification. Naïve Bayes calculates class probabilities 
based on the distribution of words in the document(Indrayuni 2019). 
Naïve Bayes classification is built on training data to estimate the probability of each category in the document 
features under test. The system will be trained using new data (training data and test data) and then given the task 
of guessing the target function value of the data(Andika, Azizah, and Respatiwulan 2019). Classification is the 
process of finding a set of models or functions that describe and distinguish classes of data so that the model can 
be used to predict the class of an object whose class label is unknown. Naive Bayes classification also shows high 
accuracy and is good when used for large data sets(Mahayani et al. 2020). In general, the process of naïve bayes 
classification can be seen in Equation 3. 

𝑷𝑷(𝒄𝒄𝒄𝒄 |𝒘𝒘𝒘𝒘) =
𝑷𝑷(𝒄𝒄𝒄𝒄) 𝑷𝑷(𝒘𝒘𝒘𝒘 | 𝒄𝒄𝒄𝒄)

𝑷𝑷(𝒘𝒘𝒘𝒘)
 

(3) 

In the classification calculation, the probability of word occurrence can be eliminated, and this is because the 
probability does not affect the comparison of classification results from each category. So, the classification 
process can be simplified with Equation 4. 

𝑷𝑷(𝒄𝒄𝒄𝒄 |𝒘𝒘𝒘𝒘) = 𝑷𝑷(𝒄𝒄𝒄𝒄) 𝑷𝑷(𝒘𝒘𝒘𝒘 | 𝒄𝒄𝒄𝒄) (4) 

In the classification calculation, a prior is used to calculate the chances of category occurrence in all 
documents, and the prior calculation can be seen in Equation 5. 
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𝑷𝑷(𝒄𝒄𝒄𝒄) = 𝑵𝑵𝒄𝒄𝑵𝑵 (5) 

 
3 Results And Discussion 
This section presents the results of the analysis with a brief discussion. Section 3.1 describes the dataset to provide 
an overview of the data used in this study. Section 3.2 presents the results of implementing the Naïve Bayes and 
lexicon methods and adding standard word corrections to the system. Section 3.3 presents the distribution of the 
dataset, which is divided into training data and test data. 
 
3.1  Sentiment Result 
The data used and cleaned were 3,878 comments, and a non-standard word correction was carried out. This 
process helped correct words that were not standard Indonesian into standard Indonesian, then entered the pre-
processing stage, then labelled based on the Lexicon dictionary using the Lexicon-Based method first. The data 
that becomes the dataset consists of two data, namely training data and test data, which are then classified using 
the Naïve Bayes method. Here are some examples of tweets that have been labelled in Table 8. 
 

Table 8. Classified data 
 

Tweet Sentiment 
The Gopay PayLater feature can really help 
my finances right now #WithPayLater Positive 

Wih cashback up to 250,000 OVO Points, not 
bad at all. The cashback can be used for a 
week's meal. #NoInvestDilemma @ovo_id 

Positive 

#DANADompetDigital is equipped with face 
verification or face verification for the secure 
opening of the application 

Positive 

Handling customer complaints is prolonged to 
respond, even though the need is very urgent! Negative 

Want to trf to bank mandiri Error, kenapan 
min? Again need fast, even error Negative 

I top up gopay. How come it doesn't go in. 
How is it min? Negative 

 

3.2  Implementation of Lexicon Based Software and Naïve Bayes 
The results of this study are the results of accuracy using the Naïve Bayes and Lexicon methods, as well as the 
addition of standard word corrections based on tweet data about e-wallet applications in Indonesia and accurate 
results based on positive and negative classes. In this study, the results obtained are implemented in software. 
More details can be seen in Figure 2 below. 
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Figure 2. Software Implementation 

The Figure 2 above is the result of the implementation of the software created. The software performs pre-
processing, which has a case folding, tokenizing, and stemming process based on the category of e-wallet 
applications in Indonesia. 

The image above is the result of tweets that have been processed, carried out a standard word repair process, and 
then classified with classification steps using a lexicon dictionary and classification using naïve bayes. It can be 
seen from the tweets that have been successfully classified into positive sentiment and negative sentiment. 
 
3.3  Test Result 
The data in this research is taken from a collection of Indonesian tweets taken from each customer's Twitter 
account using RStudio, then stored in CSV and excel. The keywords discussed use hashtags. The data used and 
cleaned as many as 3,878 comments. The ratio between training data and test data is 70:30, with 70% training 
data and 30% test data. Table 9 shows the distribution of training and test data. 
 

Table 9. Distribution of Training and Test Data 

 Training Data Test Data Total 

Total Data 2908 970 3878 

 

The accuracy calculation is carried out using the RapidMiner tool, as shown in Table 10. The accuracy calculation 
itself is needed to see whether the performance of the lexicon-based and naïve bayes methods is as expected, and 
it can be seen in the accuracy calculation itself in equation 6 below. 

Accuracy = 
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

 (6) 

Table 10. Naïve Bayes Classification and Evaluation Results 

Classification 
Category 

True 
Positive 

True 
Negative Precision 

Positive 
Prediction 439 86 83.62% 

Negative 
Prediction 25 420 94.38% 

Recall 94.61% 83.00%  

From the data results in the table above, with a total of 970 tweets, 464 true positives and 506 true negatives were 
obtained. These results show that the recall and precision presentations are between 83% and 94%. The use of 
naïve bayes produces an accuracy of 88.56% for the accuracy of classifying positive and negative sentiments. 
 
4 Conclusions 
Based on the results of the research that has been done, it can be concluded that the computational model 
classification mechanism in the sentiment analysis of e-wallet applications in Indonesia on Twitter social media 
shows that Twitter users in Indonesia are more likely to give negative comments on electronic wallet applications. 
By using the naïve bayes and lexicon methods and standard word repair, the accuracy rate is 88.56% for the 
accuracy of classifying positive and negative sentiment tweets on electronic wallets. This level of accuracy shows 
that sentiment analysis using the naïve bayes and lexicon methods and standard word repair is quite good because 
the resulting accuracy rate is 88.56%. 
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This study's findings are that using the lexicon method after pre-processing can reduce the number of data 
misclassification leaks. And by using a lexicon dictionary and standardized word repair to convert non-standard 
words into standard words according to the Big Indonesian Dictionary (KBBI), a significant and accurate increase 
in accuracy value can be obtained compared to using only one method. 

Future research is expected to increase the amount of data used, modify the naïve bayes algorithm and add and 
refine the lexicon dictionary so that it can classify tweets into positive and negative sentiments more accurately 
and precisely. In addition, it is hoped that further research can improve this to facilitate the classification process 
in Indonesian by adding Lowenstein Distance normalization to the classification results to influence the accuracy 
value better. Besides that, online applications can be added to 4 to 5 electronic wallet applications, and it is hoped 
that this research can be used as a reference for further research. 
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