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Abstract 

Many phenomena do not follow a symmetrical distribution. In order to obtain accurate conclusions, the analysis 
used for this phenomenon can be adjusted to the nature of the data distribution that is not symmetrical, for example 
the gamma distribution. The gamma distribution can be extended into a regression model. The gamma regression 
relates a positive response variable following a gamma distribution to one or more predictor variables. In this study, 
we explore a gamma regression with the gamma distribution has three parameters. This paper also presents the 
parameter estimation, test statistics, and hypothesis testing for the significance of the parameter. The method used 
for parameter estimation is Maximum Likelihood Estimation (MLE), which is optimized using numerical iteration, 
namely Berndt-Hall-Hall-Hausman (BHHH) algorithm. Maximum Likelihood Ratio Test (MLRT) is used for 
simultaneous test, whereas the Wald test is used for partial test. The developed gamma regression model is applied 
to the education index with three predictor variables, among others, the percentage of households to private toilet 
ownership, population density, and the percentage of poor people. The unit of observation is regency/city in Java, 
Indonesia, of the year 2018. The results show that modeling using multiple predictors is better in terms of accuracy 
of prediction as well as the interpretation. The future work of this research is how to involve geographical factors as 
a spatial effect in the model. 

Keywords 
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1. Introduction
The gamma distribution is a continuous probability distribution that has a positively skewed (Sallay et al., 2021). Its 
three parameter consists of shape, scale, and location parameters. Gamma regression is a type of non-linear 
regression that contains at least one non-linear parameter (Bravo et al., 2021; Pan et al., 2019). Chakraborty and 
Chakravarty (2012) developed properties and parameter estimations method for discrete gamma distributions. Song 
et al. (2021), who conducted a study of parameter estimation for four-parameter exponential gamma distribution and 
asymptotic variance of its quantiles. Nagar et al. (2021) studied some properties of a bimatrix variate Kummer-
gamma distribution, like the moment generating function, marginal and conditional distributions, and the moments. 

The gamma regression model relates the response variable that follows gamma distribution to the predictor variables. 
The gamma regression model proposed in this study is the based on the Trivariate Gamma Regression (TGR) 
presented by Rahayu et al. (2019) and Multivariate Gamma Regression (MGR) presented by Rahayu et al. (2020), 
which describes the parameter estimation and hypothesis testing. In this study, the parameter estimation method 
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employs the MLE. However, the closed-form solution cannot be obtained. Then requires a numerical method; for 
example, the BHHH algorithm used in this work. 

Gamma regression has been developed by several researchers, including Wang et al. (2021), conducted a study of a 
dynamic Remaining Useful Life (RUL) prediction and Optimal Maintenance Time (OMT) determination approach 
using a gamma process model. Tzougas (2020) presents the Poisson-Inverse Gamma regression model with varying 
dispersion for approximating heavy-tailed and overdispersed claim counts. Marchand et al. (2021) estimating the 
mean under weighted squared error losses in presence of a lower-bound restriction for one parameter exponential 
families. 

The article is structured as follows. Section 1 presents an introduction to this study. The materials and methods are 
presented in section 2. We present the results and discussion in Section 3. Conclusions and further research are 
presented in Section 4.  

1.1 Objectives 
Based on several theories above, the goals of this study include: (i) construct the gamma regression model, (ii) 
parameter estimation, (iii) parameter significance test, partially and simultaneously, and (iv) apply the proposed 
gamma regression model to data of the education index. This gamma regression is implemented to data of the 
education index as a response variable, along with the percentage of households to private toilet ownership, 
population density, and percentage of poor people are considered as predictor variables. The observation unit is the 
regency/city in Java, Indonesia. 

2. Literature Review
2.1  Gamma Regression Model
Gamma regression is one of the regressions that can see the relationship between random variable Y as response
variable follows a gamma distribution with   1 2, , , pX X X  as predictor variables (Mohammadpour et al., 2020).
According to the requirement of the gamma distribution, the response variable is positive continuous data and has a 
constant Coefficient of Variation (CoV). According to Chen and Kotz (2013) and Balakrishnan and Wang (2000), a 
random variable Y with a gamma distribution has three parameters, among others shape ( )δ , scale ( )η , and location 
( ),ϕ denoted by  ( )~ , , ,Y Gamma δ η ϕ with probability density function (pdf) is: 
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According to Ewemoje and Ewemooje (2011) and Bono et al. (2020), if ( )~ , ,Y Gamma δ η ϕ  so: 

( ) ( ) ( )2 2,Var ,and Stdev .E y y yµ ηδ ϕ δη δη δη= = + = = =  
Equation (2) presents gamma regression model with  , ,δ η ϕ  as paramaters. 
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Parameter estimation can be done using MLE by maximizing the likelihood function to obtain the parameter 
estimator (Usman et al., 2018). The likelihood function for n random variables 1 2, , , ny y y  is defined as the joint 
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density function of n random variables. If it is a random sample of the density function ( );f y θ , then the likelihood 
function is ( ) ( ) ( )1 2; ; ; .nf y f y f yθ θ θ   
 
Based on the results of the first partial derivative of the log-likelihood function for each parameter, the form is not 
closed form. To obtain the values ˆˆ ˆ, ,η ϕ β  requires numerical optimization. BHHH algorithm is used in this study. 

The first step to start the BHHH numerical method is to set the initial value for ( ) ( ) ( ) ( )0 0 0 0ˆ ˆˆ ˆ .
TTη ϕ 

 θ = β  The initial 

value ( )0ˆTβ  obtained from the Generalized Linear Models (GLMs), and the initial value ( )0η̂  is positive according to 

the pdf statement of the gamma distribution in equation (1). The Hessian ( )ˆH θ  is approximated as the negative of 

the sum of the outer products of the gradients of individual observations. The tolerance limit used in this study is 
810 .ε −=  Next is to do the BHHH iteration process. According to Cameron and Trivedi (2005), the iteration process 

stops if ( ) ( )* 1 *ˆ ˆ .p p ε+
− ≤θ θ   

 
Testing the regression parameters of the gamma regression model consists of simultaneous and partial test. Testing 
the hypothesis of simultaneous regression parameters aims to determine the significance of the regression coefficient 
in the model simultaneously, and the test statistics used is the statistical likelihood ratio derived based on the MLRT 
method. Hypothesis testing of partial regression parameters aims to find out which parameters have a significant 
influence on the model partially, and the test statistics used are the Wald test (Pawitan, 2001). In detail, testing the 
regression parameters of the gamma regression model has been explained in the previous research, written by 
Rahayu et al. (2019).  
 
2. Data and Methods 
This research uses secondary data obtained from Statistics Indonesia. The education index as the response variable, 
with three predictor variables: percentage of households to private toilet ownership, population density, and 
percentage of poor people. The data are calculated from 119 regencies/cities in Java - Indonesia, 2018. 
 
Statistical analysis used is gamma regression, along with the MLE and the BHHH algorithm. MLRT is used for 
simultaneous test and Wald test is used for partial test. All the hypothesis testing are presented in Rahayu et al. 
(2019). 
 
 
3. Results and Discussion 
The response variable used for modeling with gamma regression must follow distribution of gamma. With the KS 
test statistics and the significance level 5%α = , the test statistics value for education index data is 0.107nD = , and 
the KS table value is ( )0.05 0.124.D =  Due to the value of ( )0.05 ,nD D<  so do not to reject the null hypothesis. It means 
that the education index data follows a gamma distribution.  

 

 

 

 

 

 

Figure 1. The pdf plot of the education index data 
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To support this statement, Figure 1 shows a pdf plot for the education index used as a response variable. The 
education index is the average of the expected years of schooling and mean years of schooling. Expected years of 
schooling is defined as the length of schooling (in years) that is expected to be felt by children at a certain age in the 
future. Then, mean years of schooling is the number of years used by the population in undergoing formal education. 

Based on Figure 1, the most significant opportunity of last education that can be taken by the population of 
regency/city in Java is junior high school level. Population opportunities with last education until elementary school 
level are fewer than last education until junior high school level. Population opportunities with last education until 
senior high school and higher education level are fewer than last education until junior high school level but still 
higher than the opportunity for the last education until elementary school level. Therefore the distribution curve for 
the education index tends to have a longer tail to the right. This evidence is consistent with the characteristics of the 
gamma distribution, which has positive skewness. 

Besides the response variable follows distribution of gamma, the second assumption that must be fulfilled is no 
multicollinearity. With the VIF formula, the VIF value for each predictor is 1.100 (for X1), 1.524 (for X2), and 1.642 
(for X3). Based on these results, it can be seen that each predictor variable has a VIF value of less than ten, so it can 
be concluded that there is no multicollinearity. Based on these conclusions, the percentage of households to private 
toilet ownership (X1), population density (X2), and percentage of poor people (X3) can be used as predictor variables 
in this study. 

Table 1. Data Description 
 

Variable Names Mean Standard Deviation CV Minimum Maximum 
Y 0.632 0.077 12.210 0.470 0.850 
X1 80.215 9.710 12.100 37.820 98.010 
X2 3298 4493 136.250 278 19757 
X3 9.623 4.211 43.750 1.680 21.210 

 
Table 1 presents data descriptions for response and predictor variables. The average value of the education index in 
Java, Indonesia, in 2018 is 0.632. This number increased by 0.005 points compared to 2017. The increase in 
education index was caused by the rise in the expected years of schooling and mean years of schooling. Various 
efforts have been taken to improve access and quality of education services. Vocational education is also continuous 
to be strengthened to enhance the productivity and competitiveness of the nation. In addition, strengthening the 
nation’s character is also done with a cultural approach. Improving access to education services is done by 
improving and providing physical infrastructure for classrooms and school buildings. In 2018, the lowest education 
index was measured for Sampang Regency at 0.470 and the largest one for Yogyakarta at 0.850. 
  

 

 

 

 

 

 

Figure 2. The matrix plot of the response and predictor variables 

The matrix plot in Figure 2 can show the relationship between response and predictor variables. Education index (Y) 
has a positive relationship with the percentage of households to private toilet ownership (X1) and population density 
(X2), but the education index (Y) has a negative relationship with the percentage of poor people (X3). This finding 
means that the greater the percentage of households to private toilet ownership (X1) and population density (X2), then 
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the education index (Y) is also getting greater. The smaller the percentage of poor people (X3), then the education 
index (Y) is getting greater. The correlation between log(Y) with X1 is 0.362, log(Y) with X2 is 0.705, and log(Y) with 
X3 is -0.680. So the log correlation of response variable with population density (X2) is greatest when compared to 
the log correlation of response variable with other predictor variables. 

The following is a description that explains the relationship between the education index and the percentage of poor 
people. For a nation that wants to advance, education is a necessity. Same with housing, clothing, and food needs. 
The smallest nation is family, and education is a major need. Almost all levels of state schools have become 
commercialization institutions because they no longer speak to the requirements set by the curricular, but rather the 
amount of entrance fees for schools. In fact, the implementation of compulsory education is hindered, because to 
enter elementary school level now must pay dearly so that the poor may not be able to pay it. For the community and 
wealthy parents, their children will be able to attend public schools, while the poor will fail and not attend school. 
Entering private schools seems impossible for the poor. As a result, many children of the nation will not get the 
opportunity to get an education. It is truly a concern. Because, in a country that is more than 60 years old, many of 
its nation’s children will be illiterate and left behind due to poverty, and this country will be left behind because the 
quality of its human resources cannot compete with other countries. The impact of poverty on education is 
tremendous. If poverty is not immediately overcome, then to achieve quality education very difficult, because, in 
modern times like today, competition is very tight, everything needs quality resources and can compete. Therefore, 
one way to improve the education index is to reduce the percentage of the poor population. Or in other words, the 
percentage of poor people has a negative relationship with the education index. 
 
There are human physiological needs such as owning a house, which includes toilet facility as part of the needs of 
every family member. The existence of a toilet facility for families is one indicator of a healthy home in addition to 
ventilation doors, windows, clean water, landfills, sewerage, bedrooms, living rooms, and kitchens. According to 
Statistics Indonesia, toilet facility is divided into two groups, among others one’s own and others (shared facilities 
are bathing, washing, and toilet for public and there is no / no use of toilet facility). In this study, the toilet facility 
used is one’s own. The household that does not have a toilet facility usually have lower welfare levels so they cannot 
afford to pay for their children’s education to a higher level. This phenomenon is, of course, affects the expected 
years of schooling and mean years of schooling, where these two indicators will form the education index. Based on 
the explanation above, the impact of health problems on education is enormous. The percentage of the household 
that has a toilet facility is positively related to the education index. 

 
 
 
 
 

 

 

 

 

Figure 3. The education index for regency/city in Java 

Figure 3 shows the maps of regencies in Java with color express the level value of each response data. Based on 
Figure 3, it can be seen that there are 21 regencies/cities that have a high education index (0.73 to 0.85). The 
regencies/cities are Magelang, Bantul, Tangerang, Central Jakarta, Bandung, Bekasi, Depok, Cimahi, Surakarta, 
Sidoarjo, Kediri, South Jakarta, East Jakarta, Salatiga, Surabaya, Malang, Madiun, Semarang, South Tangerang, 
Sleman, and Yogyakarta. There are 51 regencies/cities with the lowest level of education index (0.47 to 0.59). 

Parameter estimation of the gamma regression model with a single predictor is presented in Table 2. With the 
significance level 15%,α =  population density (X2) has a significant effect on the education index. The intercepts 
when the gamma regression model employs X1 and  X2 as a single predictor are significant.  

The following is gamma regression model with a single predictor. 
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( )ˆ exp 0.834379 0.005310 1l Xlµ = − +  for the percentage of households to private toilet ownership (X1), 

( )ˆ exp 0.510688 0.000023 2l Xlµ = − +  for the population density (X2), and 

( )ˆ exp 0.196647 0.023516 3l Xlµ = − −  for the percentage of poor people (X3). 

 

Table 2. Parameter Estimation with Single Predictor 
 

Parameter Estimated Value Standard Error Z score p-value 

1~Y X      
01β  -0.834379 0.178984 -4.662 0.000* 
11β  0.005310 0.004924 1.079 0.281 

2~Y X      

01β  
-0.510688 0.000029 

-
17397.340 0.000* 

21β  0.000023 0.000013 1.830 0.067* 
3~Y X      

01β  -0.196647 0.646574 -0.304 0.761 
31β  -0.023516 0.023998 -0.980 0.327 

* Significant at α =15%  

Table 3 presents gamma regression modeling with multiple predictor variables. The estimated value for the scale 
parameter is 0.017428 and the standard error is 0.000019, while the estimated value for the location parameter is 
0.461486 and the standard error is 0.006204. With the significance level 15%,α =  the scale parameter γ and the 
location parameter λ  are the significant parameters. The Akaike Information Criterion (AIC) value is -367.837, the 
Corrected Akaike Information Criterion (AICc) value is -367.087, and the Mean Square Error (MSE) value is 0.003.  

 
Table 3. Parameter Estimation with Multiple Predictors  

 
Parameter Estimated Value Standard Error Z score p-value 

01β  -0.601893 0.000295 -2041.540 0.000** 
11β  0.002807 0.003464 0.810 0.418 
21β  0.000017 0.000017 0.985 0.325 
31β  -0.011417 0.007057 -1.618 0.106** 

** Significant at α =15%  
 
The gamma regression model for the education index is: 

( ) .ˆ exp 0.601893 0.002807 0.000017 0.0114171 2 3l X X Xl l lµ = − + + −  

Hypothesis testing of regression parameters simultaneously can be done using test statistics is formulated in Rahayu 
et al. (2019), equation (14). The test statistics value is 286.339, and the value of  2

0.15;3 5.317.χ =   The decision is to 
reject the null hypothesis, which means that the percentage of households to private toilet ownership, the population 
density, and the percentage of poor people have a significant effect on the education index simultaneously. 
Hypothesis testing of regression parameters partially can be done using test statistics is formulated in Rahayu et al. 
(2019), equation (15).  

1024



Proceedings of the 3rd Asia Pacific International Conference on Industrial Engineering and Operations 
Management, Johor Bahru, Malaysia, September 13-15, 2022 

© IEOM Society International 

Based on Table 3, the significant predictor variable that influences the education index is the percentage of poor 
people (X3). We present Table 4 to show a comparison of the gamma regression models between single predictor 
and multiple predictors. 

 
Table 4. The Difference of the Gamma Regression Models Between Single Predictor and Multiple Predictors  

 
Gamma regression Y 

X1 X2 X3 
1. Multiple predictors + + -*** 
2. Single predictor    

X1 +   
X2  +***  
X3   - 

*** Significant at α =15%  
 

Based on the results of Table 2 and Table 3, there are no sign differences in the regression coefficients for either the 
predictor variables X1, X2, and X3. In the gamma regression with single predictor and multiple predictors, the 
regression coefficient on the predictor variables X1 and X2 has a positive sign, and the regression coefficient on the 
predictor variable X3 has a negative sign. These empirical findings are consistent with the relationship between the 
predictor and response variables illustrated by the matrix plot in Figure 2. With the significance level 15%,α =  
population density (X2) influencing the education index on the gamma regression with single predictor, and on the 
gamma regression with multiple predictors, the predictor variable is influential on the education index is the 
percentage of poor people (X3). The following is the comparison between the actual value and the estimated values 
for the education index by regency/city in Java, Indonesia, in 2018. 

 

 

 

 

 

 

 

 

Figure 4. The actual values and the estimated values with a single predictor 

Figure 4 shows the spread of education index values with the estimated values for single predictor X1, X2, and X3. It 
can be seen that there is a difference between Figure 4 and Figure 5. Many estimated education index values for a 
single predictor are not around the regression line. This empirical result is inversely proportional to the estimated 
value of the education index for multiple predictors, where the majority of the estimated values are around the 
regression line. Also, the spread of the education index for single predictor X1 and X2 forms a specified pattern. 
Based on these two reasons, we conclude that gamma regression modeling with multiple predictors is better than 
gamma regression modeling with a single predictor. 
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Figure 5. The estimated values and the actual values with multiple predictors 

 
4. Conclusions and Future Research 
The proposed gamma regression model in this paper includes hypothesis testing and parameter estimation methods. 
The method used for parameter estimation is MLE with numerical optimization to get the solution. In this study, 
numerical optimization employs the BHHH algorithm. The hypothesis testing simultaneously using MLRT and 
partially using the Wald test. The proposed gamma regression model is applied to model the education index of 
regency/city in Java with three predictor variables. Besides that, empirical results show that modeling using multiple 
predictors is better in terms of accuracy of prediction as well as the interpretation, than modeling using single 
predictor. The future work of this research is how to involve geographical factors as a spatial effect in the model. 
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