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Abstract 

 
Automated language translator has wide potential applications especially in plural language countries.  Study on low-
resource languages is very crucial such as making information accessible to people live in less-connected and 
technologically underdeveloped areas, making more digital content available, and making Natural Language 
Processing models more accessible to low-resource languages. Vanilla transformer model has achieved excellent 
performance to address machine translation task. Despite its high performance, the model contains adjustable 
hyperparameters such as the number of encoder-decoder stack depth. This paper presents exploration results on the 
effect of encoder-decoder stack depth to performance of the vanilla transformer model as a neural machine translation 
of Bahasa Indonesia-Sundanese languages. The empiric results of fine-tuning a pretrained vanilla transformer model 
showed that average performances of vanilla transformer model with 2, 4, or 6 stack depth are higher than average 
performance of the model with 8 stack depth. The highest performances achieved by the transformer model with 2 
stack depth are: 0.99 average training accuracy, 0.97 average validation accuracy, and 0.99 average testing similarity. 
Interestingly, according to non-parameteric significance test results with 95% confidence interval, there is no 
siginificant difference on performance of vanilla transformer model with 2, 4, 6, and 8 stack depths. These results 
showed that using vanilla transformer with less number of depth stack is favourable for machine translation as it has 
less number of model parameters but it gives acceptable model performance. From experimentation results, it showed 
that vanilla transformer model with 2 stack depth is potential to be explored further. 
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1. Introduction 
Machine translation task has achieved wide research interest. Many of the prominent successful machine translation 
models are based on Recurrent Neural Networks (Graves, 2012),(Siddique et al., 2021) and Long Short-term Memory 
model families (Hegde et al., 2021),(Minh et al., 2021). The next generation of neural machine translation models 
which achieved high performance are  sequence-to-sequence model families (Bahdanau et al., 2014),(Sutskever et al., 
2014). One sub-class of the sequence-to-sequence models is transformer models that  showed better performance than 
its predecessor sequence-to-sequence models to address machine translation task (Raganato et al., 2018),(Liu et al., 
2020),(Kasai et al., 2020). A vast number of Natural Language Processing (NL) researches that have been published, 
including neural machine translation, mostly involved high-resource languages, such as English due to high 
availability of its linguistic resources but only a few of published research on machine translation involving languages 
with limited linguistic resources (low-resource language). The main reason is that neural machine translation model 
requires sufficient quantity and quality of dataset for training the model.  
 
According to (Joshi et al., 2019), studies on low-resource languages are very crucial for several reasons namely: 
making information accessible to people live in less-connected and technologically underdeveloped areas, making 
more digital content available, and making NL models more accessible to low-resource languages. Ranathuga et al., 
(Ranathunga et al., 2021) have analyzed a number of reports on research advancements in low-resource language 
using neural machine translation models and some analysis to identify feasible neural machine translation techniques 
to address the task. One feasible strategy to build a neural machine translation for low-resource language is to use a 
pre-trained model and use transfer leaning approach to fine-tune the model using availabel sample dataset of low-
resource language to address a downstream task, e.g., machine translation. 

 
Indonesia is a plural and language rich country. With many local languages used in many regions beside the national 
language: Bahasa Indonesia, many Indonesian peoples are bilingual, speak both Bahasa Indonesia and local languages. 
Sundanese language is the second major local language in Indonesia after Javanese language with 32 million (15 
percent of Indonesian Population) active speakers mostly live in West Java provinces. In many rural areas many 
Indonesian peoples mostly speak local language in their daily communications. Hence, automated machine translation 
is very instrumental in many areas of Indonesia as a supporting facility in many public services to deliver 
Government’s official announcement or use in signages. 

 
Transformer model is a sequence-to-sequence (seq2seq) model based on encoder-decoder architecture which is firstly 
proposed by (Vaswani et al., 2017) which becomes  a state-of-the-art model to solve Natural Language Processing 
(NL) problems. The model has been firstly demonstrated by (Vaswani et al., 2017) for translating text from English 
to German with high accuracy. Following (Vaswani et al., 2017)  many publications on the use of transformer model 
in many fields have  been reported such as: drug research (Grechishnikova, 2021), emotional classification (X. Wang 
& Tong, 2021), and speech recognition (Y. Wang et al., 2021). The advent of transformer model to address several 
NL tasks resulted in many proposed models available in literature. The common properties of these model are the 
deeper the transformer model structure, the more accurate the model will be (Simonyan & Zisserman, 2014),(He et 
al., 2016),(Chen et al., 2017). In contrast to pursue higher accuracy models, some other researches focus more on  
finding optimum architecture to optimize the use of computation facilities for training and testing models (Araabi & 
Monz, 2020),(Ma et al., 2020). In many practical applications of the transformer models, a light structure of 
transformer model is favorable as it reduces the number of model parameters to be trained and less space needed to 
run the model. The study by (Narang et al., 2021), for example, has concluded various factors contributes to 
performance of the transformer model such as: the depth of the transformer model structure and activation function. 
 
Although, many previous studies have explored the effect of the depth of model structure to performance of neural 
network models, for example by (Adil et al., 2020), architecture of the neural network model under study are mostly 
model with shallow structure. Whilst there is no guideline to choose the number of layers for transformer model 
architecture, exploration on various layer of the transformer model for particular application is very crucial.  
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1.1 Objectives 
The objective of this study is to explore the effect of several stack depth of the encoder and decoder of the transformer 
model to its performance as a neural machine translation using a parallel corpus of Indonesian and Sundanese 
languages.  
 
2. Literature Review 
2.1 The Need of Automated Language Translation 
Bilingual information in public services in Indonesia has been provided in many forms such as announcement by 
announcer and posted signage (road signs, announcement boards). However, provision of bilingual information in 
public services maintained by local authorities is crucial for many reason such as to: assist facility users  for 
remembering environment, dictate spatial flow of users who have time constraints in using the facility, reduce 
language barrier, and control safety of facility environment (Kellerman, 2008). Localization of standard or official 
information using local language has been practiced by local government and used in many areas of Indonesia. For 
example: the use of bi/multilingual announcements in some international airports in Indonesia to deliver information. 
Among those airports are Sam Ratulangi International Airport in Manado, and Kualanamu International Airport in 
Medan have used several languages including English, Arabic, Chinese, Bahasa Indonesia, and local languages. 
Adisutjipto International Airport in Jogyakarta, and Juanda International Airport in Surabaya have used English, 
Bahasa Indonesia, and Javanese languages (Susanti, 2018). Moreover, some announcement in new Jogyakarta 
International Airport a written in old Javanese script.  
 
Translating official announcements to local languages, however, is not an easy task. The semantic of the 
announcement in a source language and the target language should be equivalent. Moreover, as many announcements 
should be delivered from many Government agencies quickly, the translation tasks will no longer efficient to be 
handled manually. Therefore, one of the main objective of this study is to develop a robust transformer-based model 
as machine translation model to translate official announcement from Indonesian to Sundanese language as the second 
most active speakers in Indonesia after Javanese language (Lewis et al., 2014). This study can be an initial step to 
replicate the machine translation from text input in Bahasa Indonesia to several local languages in Indonesia. 
 
2.2 Neural Machine Translation 
Machine translation which is a subfield of NL aims to find a model that maps a sequence of input words or text in a 
languages to an equivalent sequence of target words in another languages. Given a sequence of input words with 
length n, 𝒙𝒙 =  [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛], a machine translation task is to produce a sequence of input words with length m, 𝒚𝒚 =
 [𝑦𝑦, 𝑦𝑦2, … ,𝑦𝑦𝑚𝑚]. In the past several years, a vast number of machine translation approaches have been proposed. 
According to (Chatzikoumi, 2020), various machine transaction can be categorized broadly  into: rule-based, 
statistical, hybrid, and neural machine translation. Several studies showed some evidences that Neural Machine 
Translation is the most feasible machine translation approach (Koehn & Knowles, 2017). In particular the study 
reported by (Koehn & Knowles, 2017)pointed out the main challenges of neural machine translation approach which 
potentially reduce its performance namely: different domains, low-resource language, low-frequency words, long 
sentences, word alignment model, and beam search decoding. Some studies on machine translation for low-resources 
languages have been reported. For example automated translator from Japanese, Lao, Malay, and Vietnamese aligned 
to English (Rubino et al., 2020), Hindi to English (Gangar et al., 2021),(Dave et al., 2001), Assamese to English 
(Laskar et al., 2021), Marathi to English (Shirsath et al., 2021). In particular, some works on neural machine translation 
from Bahasa Indonesia to Sundanese language have been reported, for example study report by (Primandhika & 
Saifullah, 2021). 
 
2.3 Sequence-to-Sequence Models 
Sequence-to-sequence (seq2seq) models are neural network-based family models that take sequence of input and 
produces sequence as output. This model is very instrumental to build a machine translation as both input and output 
are a sequence of words. For example, a machine translation from French to German (Vaswani et al., 2017) which takes 
a sentence in French as input and produces a sentence in German with similar meaning.  Seq2seq model can be used to 
model a language (Sutskever et al., 2014). Architecture of the seq2seq model is typically comprises an encoder-decoder 
such that: the encoder takes input sequence and convert it into an internal sequence (context vector or sentence 
embeddings).  
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Given input representation 𝒙𝒙 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛], the encoder produces 𝒛𝒛 = [𝑧𝑧1, 𝑧𝑧2, … , 𝑧𝑧𝑛𝑛] as internal representation 
sequence. The internal sequence is expected to summarize the meaning of the input sequence. The decoder takes z 
sequence as input and produces 𝒚𝒚 = [𝑦𝑦1,𝑦𝑦2 , … ,𝑦𝑦𝑚𝑚] as output sequence. However, the seq2seq model has several the 
disadvantages namely: fixed-length context vector is incapable to remembering long sentences, and the beginning part 
of the input sequence are often forgotten once the processing has completed the whole input. To address this problem, 
Vasmani et al., (Vaswani et al., 2017) proposes attention mechanism to improve the seq2seq model. 
 
2.4 Vanilla Transformer Model 
The first transformer model or vanilla transformer model which is proposed by (Vaswani et al., 2017) is a neural 
machine translation model designed as an extended version of seq2seq by adding an attention mechanism. The 
transformer model replaces recurrence links in previous seq2seq model with an attention mechanism to estimate global 
dependencies between input and output. The transformer model has to components. First, the encoder part consists of 
multi-head attention and feed-forward layer which are stacked on top of each other several times that process the input 
iteratively one layer after another. Each encoder layer generates and passes the encodings to the next encoder layer as 
inputs. The passed encoding coded information related to part of the inputs are relevant to each other.  Second, the 
decoder part, on the other hand, consists of masked multi-head attention, multi-head attention, and feed-forward layer 
which are stacked on top of each other several times that process encoder's output iteratively one layer after another. In 
a transformer model architecture, the depth of stacks in encoder and decoder is similar. 
 
In the vanilla transformer model (see Figure 1), the encoder and the encoder stacks have similar depth. Various stack 
depths in the transformer models have been reported, for example: a variant of BERT transformer model typically has 
12 or 24  stack depth  (Devlin et al., 2018). Vasmani et al., (Vaswani et al., 2017) proposed 6 depth for both encoder 
and decoder part of the vanilla transformer model. However, there is no explanation in their study report on how the 
stack depth is chosen. Although there are no study results that conclude the most optimum stack depth should encoder 
and decoder have, some previous studies showed that at some points the number of layers in encoder and decoder of a 
transformer model affects the transformer model performance.  
 
Another important component of the transformer performance is attention mechanism which serves as a connection 
between the encoder and decoder parts and works as follows: it looks at input sequence to decide at each step which 
other parts of the input sequence that are important; finally, the data from attention are used as additional information 
to the decoder. Several attention scoring functions have been proposed such as: additive attention (Bahdanau et al., 
2014), scaled dot product (Vaswani et al., 2017), content-based attention (Graves et al., 2014), local and hard attention 
(Luong et al., 2015), general attention (Luong et al., 2015), and dot-product attention (Luong et al., 2015).   

 

 

Figure 1.  (Left) Architecture of Vanila Transformer Model and (Right) Attention Mechanism (Vaswani et al., 2017) 
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In particular, Vaswani et al., (Vaswani et al., 2017) proposed to use multi-head self-attention mechanism for the vanilla 
transformer model. In this attention mechanism, the encoded representation of the input is a set of key-value pairs, 
(K,V), both has dimension 𝑛𝑛 (input sequence length). In the context of machine translation, both the keys and values 
are the encoder hidden states. In the decoder part the previous output is compressed into a query (Q of dimension 𝑚𝑚) 
and the next output is produced by mapping this query and the set of keys and values. The attention score function in 
attention mechanism is implemented as scaled dot-product attention which can be formulated as: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛(𝑄𝑄,𝐾𝐾,𝑉𝑉) = 𝑠𝑠𝐴𝐴𝑠𝑠𝐴𝐴𝑚𝑚𝑠𝑠𝑥𝑥 �𝑄𝑄𝐾𝐾
𝑇𝑇

√𝑛𝑛
�𝑉𝑉      (1) 

The multi-head self-attention mechanism (see FIGURE. 1(b)) comprises of ℎ dot product attention layers run in parallel. 
The multihead self-attention mechanism as represented in the following equation makes it possible for the transformer 
model to jointly attend to information from different representation subspaces at different position. 

𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑀𝑀(𝑄𝑄,𝐾𝐾,𝑉𝑉) = 𝑐𝑐𝐴𝐴𝑛𝑛𝑐𝑐𝑠𝑠𝐴𝐴(ℎ𝐴𝐴𝑠𝑠𝑀𝑀1, . . , ℎ𝐴𝐴𝑠𝑠𝑀𝑀ℎ)𝑊𝑊0,     (2) 

where: ℎ𝐴𝐴𝑠𝑠𝑀𝑀𝑖𝑖 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛�𝑄𝑄𝑊𝑊𝑖𝑖
𝑄𝑄 ,𝐾𝐾𝑊𝑊𝑖𝑖

𝐾𝐾 ,𝑉𝑉𝑊𝑊𝑖𝑖
𝑉𝑉�,  𝑊𝑊0 ∈ ℝ𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚×ℎ𝑑𝑑𝑣𝑣 , 𝑊𝑊𝑖𝑖

𝑄𝑄 ∈ ℝ𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚×𝑑𝑑𝑘𝑘, 𝑊𝑊𝑖𝑖
𝐾𝐾 ∈ ℝ𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚×𝑑𝑑𝑘𝑘,    

𝑊𝑊𝑖𝑖
𝑉𝑉 ∈ ℝ𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚×𝑑𝑑𝑣𝑣 , ℎ = 8, and 𝑀𝑀𝑘𝑘 = 𝑀𝑀𝑣𝑣 = 1

ℎ
𝑀𝑀𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚 = 64. 

 
3. Methods 
3.1. Dataset 
The data sources for this study comprises ORCAS dataset; dataset scraped from official airline websites such as: Garuda 
(https://www.garuda-indonesia.com/), NAM (https://www.flynamair.com/), Asia Air (https://www.airasia.com/), Lion 
Air (https://www.lionair.co.id/), and Batik Air (https://www.batikair.com); kereta api indonesia (https://www.kai.id); 
su.wikipedia.org; id.wikipedia.org; several local government websites. The raw data are written in either Indonesian or 
Sundanese languages with various length. The parallel corpus of Bahasa Indonesia-Sundanese languages for this study 
is prepared manually by bilingual linguists who understand both Indonesian and Sundanese language.  The final input 
dataset comprises of 38,712 samples of parallel sentence in Indonesian and Sundanese languages.   
 
Data preprocessing in this study are including: converting the input text to lowercase, removing double whitespaces, 
removing new line characters, removing non ASCII characters, and removing single space remaining at the beginning 
and end of the text, and tokenization. Following (Vaswani et al., 2017), input text is represented using embedding layer 
which is learned on the fly by the transformer model. The purpose of this embedding technique is to ensure that each 
word can be mapped to a vector properly without missing out any word in the input text. (Figure 2) 
 

 
Figure 2. Process Flow of the Experiment 
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3.2. Experiment Setup 
The main object in this study is the pre-trained vanilla transformer model proposed by Vasmani et al., (Vaswani et al., 
2017). The transformer model implementation is taken from Hugging Face’s transformers library (Wolf et al., 2020). 
Based on the study by (Kitaev et al., 2020) who reported that training transformer-based architectures takes a quite 
times when the input data comprises of long sentences. Therefore, maximum length of the tested sentence in this 
experiment is 100 words. 
 
In this study, it is hypothesized that performance of the transformer model is predominantly by the encoder and decoder 
stack depth. Unit analysis of this experiment is the pre-trained vanilla transformer models which are fine-tuned with 
parallel Bahasa Indonesia-Sundanese language samples. Each transformer model is set out with encoder-decoder stack 
having  2, 4, 6, and 8 stack depth. Following (Vaswani et al., 2017), for each stack depth the feed-forward layer of the 
transformer model is set with Sigmoid activation function. Each transformer model setting is executed four times (𝑛𝑛 =
5). 
 
Each of the transformer model in this study is fine-tuned using 38,324 (99 percent) parallel samples as training and 
validation dataset and 388 (1 percent) parallel samples as testing dataset of parallel corpus Indonesian and Sundanese 
languages.  The model is retrained in 300 epochs using Adam optimization algorithm. The model performance metrics 
measured in this experiment are: average training accuracy, average validation accuracy, average training loss, and 
average validation loss. For simplicity, testing similarity between predicted and actual sentences is measured using 
cosine distance function. Model performances are analyzed using non-parameteric statistical hypothesis testing methods 
with 5% confidence level (𝛼𝛼) or 95% confidence interval. 

 
4. Results and Discussion 
As can be seen from Table 1, as expected, the number of transformer model parameters increases with the increasing 
stack depth. Consequently, computing time for estimating the model parameters increased monotonically with the 
number of model parameters.  However, it is interesting to find that performance of the transformer model does not 
increase linearly with the increasing number of model parameters.   

 
Table 1. Summary of Trainable Model Parameters 

Number of Stacks  Number of Parameters 
2 4,217,077 
4 5,142,773 
6 6,068,469 
8 6,994,165 

 

In this study, non-parametric statistics technique is used for testing hypothesis because of the following reasons: (1) the 
sample size is relatively small (𝑛𝑛 = 5) due to high computation workload during training of the Vanilla Transofmer 
model which takes almost 10 hours to complete 300 epoch in order to obtain significant convergence of training error, 
and (2) non-parametric tests typically have fewer assumptions about the data distribution such as normality. The results 
of hypothesis testing are as follows. 

1) Mann-Whitney U-test is used to measure the significance of the encoder and decoder stack depth to performance 
of the transformer model with the sample size 𝑛𝑛 = 5 and 95% confidence interval for each tested model. The null 
hypothesis (𝑀𝑀0) for this test is that the stack depth does not affect average training accuracy of the tested models. 
The alternative hypothesis (𝑀𝑀1) for this test is that there is a the stack depth gives higher average training accuracy 
to the tested model than the other. The result of the significance test (see Table 3) showed that each stack depth 
gives significant effect to average training accuracy of the model. In particular, the depth = 2 of encoder-decoder 
stack gives the highest average training accuracy; whilst, the depth = 8 of encoder-decoder stack gives the lowest 
average training accuracy to the tested models. This results is different from the study result reported by Vasmani 
et al.,  (Vaswani et al., 2017) who proposed vanilla transformer architecture with 6 stacks depth.   
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Table 2. Summary of Model Performance Metrices (𝒏𝒏 = 𝟓𝟓) 

Stack  
Depth 

Average Training  
Accuracy 

Average 
Validation 
Accuracy 

Average Training 
Loss 

Average 
Validation 

Loss 

Averagae Testing 
Similarity. 

2 stacks 0.993 0.980 0.084 0.134 0.987 
4 stacks 0.970 0.913 0.171 0.527 0.985 
6 stacks 0.980 0.928 0.120 0.444 0.974 
8 stacks 0.803 0.741 0.699 1.001 0.717 

 
Table 3. Significance Test on Average Training Accuracy (𝒏𝒏 = 𝟓𝟓, 𝜶𝜶 = 𝟎𝟎.𝟎𝟎𝟓𝟓) 

Stack Depth 2 4 6 8 Average 
Training 
Accuracy 

2  S S S 0.993 
4   S S 0.970 
6    S 0.980 
8     0.803 

Note: S: significant 

 
2) Mann-Whitney U-test is used to test hypothesis with the sample size 𝑛𝑛 = 5 and 95% confidence interval for each 

tested model. The null hypothesis (𝑀𝑀0) for this test is that the stack depth does not affect average testing similarity 
of the tested models. The alternative hypothesis (𝑀𝑀1) for this test is that there is a stack depth gives higher average 
testing similarity to the tested model than the other. The result of the significance test (see Table 4) showed that 
there is no signifficant different between average testing similarity of the model with stack depth 2 and 4. However, 
average testing similarity between the model with stack depth 2 or 4 with the model with the other stack depths is 
significantly different. From this experiment results, the vanila transformer model with the stack depth = 8 of 
encoder-decoder achieves the lowest average testing similarity.   

 
Table 4. Significance Test on Average Testing Similarity (𝒏𝒏 = 𝟓𝟓, 𝜶𝜶 = 𝟎𝟎.𝟎𝟎𝟓𝟓) 

Stack Depth 2 4 6 8 Average 
Testing 

Similarity 
2  nS S S 0.987 
4   S S 0.985 
6    S 0.974 
8     0.717 

Note: nS: not significant, S: significant 

 
Several samples of testing results are given in the Table 5. some samples are unable to be translated correctly (see Table 
6) although semantically the translated sentences are still closed to the input sentences.   

 
Table 5. Some Predicted Results which are Similar with the Target Sentences 

No Sentences 
1 (Id) Kita sedang berada dalam antrian ke tiga untuk take-off, dan diharapkan untuk mengudara dalam waktu 

kira-kira sepuluh menit. 
(Su) Pesawat waktos atos dina antrian katilu pikeun take-off, pesawat bakal hiber dina waktos sapuluh 
menit deui. 
(En) We are in line three for take-off, and are expected to be on the air in about ten minutes. 

2 (Id) Kartu kredit adalah "uang plastik" yang dikeluarkan oleh bank untuk alat pembayaran di tempat-tempat 
tertentu seperti hotel, restoran, tempat rekreasi, dan lain-lain. 

2772



No Sentences 
(Su) Kartu kredit nyaeta "duit plastik" anu dikaluarkeun ku bank pikeun alat pambayaran di tempat-tempat 
nu tangtu samisal jiga di hotel, restoran, tempat rekreasi jeung sajabana. 
(En) Credit cards are "plastic money" issued by banks for payment instruments at certain places such as 
hotels, restaurants, recreation areas, and others. 

3 (Id) Bagi anda yang akan mengakhiri perjalanan di stasiun Purwokerto kami persilahkan untuk 
mempersiapkan diri. 
(Su) Pikeun anu perjalananana mung dugi ka stasiun Purwokerto supados siap-siap. 
(En) For those of you who will end the trip at Purwokerto station, we suggest you to prepare yourself. 

4 (Id) Di Belanda pusat kotanya adalah Amsterdam, tetapi kota pemerintahannya adalah Den Haag. Di kota 
terakhir ini juga ada perwakilan dari luar negeri. 
(Su) Di nagri Walanda puseur dayeuhna nyaeta Amsterdam, tapi dayeuh pamarentahanana nyaeta Den 
Haag. Di dayeuh pamungkas ieu oge aya wawakil-wawakil ti nagara deungeun. 
(En) In the Netherlands the capital city is Amsterdam, but the city of government is the Hague. In this later 
city there are also representatives from overseas countries. 

5 (Id) Penumpang kereta Parahyangan yang kami hormati, selamat malam dan selamat datang di Bandung. 
(Su) para panumpang kareta parahyangan anu dipihormat , wilujeng wengi sareng wilujeng sumping ka 
bandung . 
(En) Dear Parahyangan train passengers, good evening and welcome to Bandung. 

 
 

Table 6. Some Predicted Results which are not Closely Similar with the Target Sentences 

No Sentences 
1 (Id)  selamat datang 

(Su-predicted) wilujeng sumping ibu / bapa . 
(Su-target) wilujeng sumping 
(En) Welcome. 

2 (Id)  Enak nih, sore-sore ngopi santuy bareng temen-temen! 
(Su-predicted) raos , ngopi sore sareng babaturan ! 
(Su-target) enak , ngopi sore sareng babaturan ! 
(En) It's good, afternoon coffee with friends! 

3 (Id)  Selamat pagi. 
(Su-predicted) wilujeng enjing para panumpang . 
(Su-target) wilujeng enjing. 
(En) Good morning. 

4 (Id)  Selamat malam Bapak/Ibu 
(Su-predicted) wilujeng wengi bapa sareng ibu anu dipihormat . 
(Su-target) Wilujeng wengi bapa/ibu. 
(En) Good evening ladies and gentlemen. 

 
 
5. Conclusion 
Based on the experiment results, it can be concluded as follows. First, transfer learning to build a neural machine 
translation for low-resource languages is a feasible approach as it does not require a large size of dataset to estimate 
many model parameters from scratch. In this aspect, fine-tuning a pre-trained vanilla transformer model (Vaswani et 
al., 2017) using a parallel corpus of low-resource language becomes a feasible way for developing a neural machine 
translation model to address a downstream task such as machine transation. Second, despite the encoder-decoder stack 
depth does not affect average training accuracy but it affects testing similarity of the vanila transformer model. The 
highest average testing similarity of the machine translation is achieved by the vanila transformer model with 2 and 4 
stack depth; whilst the lowest testing similarity is achieved by the model with 8 stack depth. With a smaller number of 
model parameters than the transformer with more than 2 stack depth has made vanilla transformer model with 2 stack 
depth is potential to be explored further. Third, the vanilla transformer model still has a room for further optimization 
without compromising its performance. Finally, the experiment results showed that it is feasible to build a machine 
translation based on transformer model from Bahasa Indonesia to any Indonesian local language for socializing many 
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Governments’ official announcements targeting to people in rural areas that speaks mostly local languages. These 
findings become a foundation to further study machine translation involving other Indonesian local languages. 
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