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Abstract

Defect reduction has always been the continuous improvement topic that is being addressed in the manufacturing industry. Even nowadays, that the world is moving into the industrial 4.0, such a particular topic still has never outdated, only the new approaches have been introduced for the better achievement of defect reduction. This research aims to reduce the defects in die-casting process of the Hard Disk Drive (HDD) component manufacturing company, focusing on the effects of various machine parameters on the defects occurring in casting products. Predictive maintenance approach and machine learning have been introduced to determine the suitable data modelling technique.

- The most related independent factors can be identified through Feature Importance method.
- Decision Tree (DT) performed the best results among other classification methods.
- The 91.18% accuracy can be obtained by decision tree algorithm.

However, the ratio of labelled data still needs to be reviewed and optimized for the future work as well as continue the actual checking on the frontline production results with the Subject-Matter Expert (SME) also required in order to obtain the best prediction results.
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1. Introduction

Predictive maintenance (PdM) has been used widely in many fields of industry, the main common goals are to reduce unscheduled downtime, improve productivity, reducing waste and unnecessary scrap, which finally led to benefits improvement for the company. Likewise in the HDD, a digital storage industry, ranging from upstream to downstream, there are many players who supply raw materials and components for the whole industry. This research focus on Motor baseplate manufacturing (3rd tier supplier), particularly on die-casting process. Various types of defects have been generated here, but the effort will be put solely on the outer surface porosity defect. This kind of defect cannot be detected 100% at the manufacturer site due to the inspection technique limitation. It will be found once passing through customer processes, and it has affected a lot of quality issues at customer's manufacturing (HDD). The occurrence of HDD failure at the end users is highly dangerous for HDD manufacturers, since the loss of their customer's crucial information might reduce the competitiveness in the digital storage market (Su and Huang 2018).

However, In the Supply Chain Management (SCM) point of view, this issue has been continued to discuss among multi-level suppliers for a while, a few scenarios have been proposed. The 1st scenario is to improve the inspection method at the 3rd tier supplier, but this action needs a huge investment which will increase the selling price at the upstream factory, and customer is still not ready to absorb this cost. Therefore, the 2nd scenario of multi-level production data analytics has been proposed in order to find the relationship between defects and machine parameters that might lead to the better ways to control the defect occurrence instead of improving the inspection process. Typically, in the 2nd to 3rd tier suppliers, they are not interested to invest in the new machine and technology, those fully equipped with the sensors, costly, but enabling the multi-dimensional data from the machine. However, once their customers have made a big move into the industry 4.0 and predictive maintenance, the critical machine parameters, historical data have been requested for customer’s machine learning projects, making this kind of future investment is undeniable, but still leaving the questions of how to utilize and gain the benefits from those data for the factory itself.
1.1 Objective
This research aims to reduce the defects in die-casting process of the Hard Disk Drive (HDD) component manufacturing company, determine the suitable data modelling techniques for predictive maintenance, focusing on machine parameters that caused the defects on casting products, several machine learning algorithms will be applied in this study, using Python, a standard programming software for the data modelling and prediction.

2. Literature Review
Not only a single algorithm has been studied in one particular project, Chen X. et al. (2021) have done the research in the Steel industries, like TATA steel company, Partial Least Squares Regression (PLSR), Artificial Neural Network (ANN) and Random Forests (RFs) techniques had been trained and tested. The result showed that Partial Least Squares Regression (PLSR) yielded the best. It can predict bush wear with a good accuracy and also can produce stable results. Durbhaka et al. (2016) presented the combination technique also found in the Wind Turbine that applied the PdM to predict the failure of bearings from vibration signals. K-Nearest Neighbor, k-means, and SVM are able to provide 78.8% - 87.0% accuracy. The Collaborative Recommendation Approach (CRA) is also applied on each technique, with this CRA model can achieved 93% accuracy. Apart from ML techniques selection, Rønsch et al. (2021) have pointed out that the selection of data sources extracted from the machines or processes are also important, different types of sensor may give the same predicted results, the cost of data collection needed to be taken into account.

Since the response variables (output) of this study are labelled data, OK/NG (discrete type), therefore the study will put the effort on supervised learning with classification method, Decision trees (DT), Logistic regression (LR), and Random Forest (RF) will be used for further study.

2.1 Classification Trees (DT)
Classification Trees or sometimes called Decision Trees (DT), is one of supervised learning methods. It is gradually using if - else conditions to split the messy data into two parts, layer by layer, until those remaining data cannot split, this is according to the entropy level. The weak points of classification trees are the model overfitting and it provides low accuracy since it came from a single tree. Based on the literature review with the keywords of Predictive Maintenance and Machine Learning since 2009 onwards, it was found that classification trees has been used gradually in many field of industries as follows; Kolokas et al. (2018) presented the forecasting faults of industrial equipment, in order to set the alarm before the incident occurs. Bukhsh et al. (2019) also applied predictive maintenance for the railway infrastructure, in order to reduce the unplanned maintenance cost. Kparthi S. and Bumblauskas D. (2020) used DT in designing predictive maintenance systems to improve the uptime of machinery in the agriculture industry. Hsu et al. (2020) proposed the fault diagnosis and predicted the failure of wind turbines in Taiwan. Moreover, Aliyan et al. (2020) also used DT to predict the early stage of power system blackouts.

2.2 Logistic Regression (LR)
LR is used for classification problems. It will be applied only when the output variable is a discrete value, which could be binary classification like the probability of the event, Yes/No, Pass/Fail, however, the output variables can also be more than two types of classifications. Regarding Sigmoid function, the best fit model appears to be the "S curve"; it is not a straight line like we have seen in linear regression. A few cases in the past have been done on Logistic regression but the results obtained may not be that satisfactory. Hence, it has not been used widely compared to other classification methods. Liao et al. (2006) had developed the Remaining Useful Life (RUL) prediction of bearings, by accelerating the degradation and failure in order to obtain the vibration signals used for modelling. Phillips J. et al. (2015) proposed the outperform prediction results of Logistic Regression over Artificial Neural Network (ANN) and Support Vector Machines (SVM), in predicting the machinery’s health through oil samples collected from mining trucks. Zhang and Pengzhu Zhang (2015) presented the failure prediction in which the various types of data collected from wind turbine sensors of 100 companies in the wind energy industry USA, mapped out the input data to turbine faults that related to alarming type, that link to the failure record.

2.3 Random Forests (RFs)
RFs is the assemble learning algorithm which combines many decision trees to be trained on the same datasets, then the final prediction will be made based on the most voted results from each tree. RFs can be used in both regression
and classification, the advantages of RFs seem to be avoiding the overfitting and providing highly accurate results. Random Forests (RF) is the most popular algorithm that has been used nowadays; Prytz et al. (2015) used RF to predict the required period of maintenance of air compressors in the trucks and buses. Canizo et al. (2017) introduced the prediction of wind turbine failures, Spain. Mathew et al. (2017) presented the prediction of the Remaining Useful Lifetime (RUL) of Turbofan Engine of NASA aircraft, 10 classification methods have been evaluated, and RF performed the best results. Another successful case proposed by Su and Huang (2018) to predict HDD failure in the data center, the system named “HDPass”, consists of two types of models, 1) batch training by using historical data and 2) Real-time prediction by using real-time data, at 85.84% accuracy can be achieved. Lasisi and Attoh-Okine (2018) introduced the defect prediction for quality improvement by using track geometry data in the Railways. Amihai et al. (2018) used RF for the industrial assets’ health prediction by using vibration data from pumps in the chemical plant. Kolokas et al. (2018) studied the forecasting faults of industrial equipment in anode production, it is possible to set the warning system 5-10 mins before the failure happens. Behera et al. (2019) have successfully predicted the Remaining Useful Life (RUL) and fault detection of individual equipment in the turbofan aircraft engine. Another example case that was found in Die-casting manufacturing in South Korea, Kim Ji Soo et al. (2020) presented a defect prediction and diagnosis system using the process condition data; over 89% accuracy of prediction can be obtained from this study.

3. Method
3.1 Machine Learning
Machine learning (ML) has been used increasingly nowadays, which provides positive impacts to many businesses and industries. It also gives the insights that enable the manufacturing patterns that help create a faster real-time decision making for even more targeted action and response. Rai R., et al. (2021) have explained that this PdM system can support various manufacturing tasks such as intelligent and continuous inspection, predictive maintenance, predictive defects, machinery's health diagnosis, quality improvement, process optimization, etc.

3.2 Framework
The general framework of ML has been introduced by Carvalho T. et al. (2019) as shown in Figure 1. It is consisted of 4 main steps as follows;

1) Data collection, selecting the relevant data sources for ML.
2) Data pre-processing, this step includes the data exploration and contribution analysis that will help in data transformation, data cleansing, data reduction, this step is preparing data to be ready for ML.
3) Model selection, training and validation, in this step a few algorithms may be selected to be trained, then tested to see which algorithm provides the best predictive results and robustness, due to the process may changes over time.
4) The model maintenance is also needed in the ML framework.

Normally, there are four main techniques that have been used in PdM, the most model being deployed are (1) Random Forest followed by (2) Neural Network based methods (i.e. ANN - Artificial NN, CNN - Convolution NN, LSTM - Long Short-Term Memory Network, and Deep Learning), (3) Support Vector Machine (SVM), and (4) k-means.

Figure. 1 General framework of machine learning
4. Data Collection
The real data from production line over 5 months were collected from machine sensors, one machine was setting up as a prototype; it can be said that those data represent all the process variation. There are 35 attributes of machine parameters such as mold temperature, other temperature related, rising up times, running value, speed, velocity, time stamp, etc., all these (continuous data) were generated real-time from the sensors of this prototype machine, each casting product has its own data, recorded by the serialization method, as shown in Table 1.

<table>
<thead>
<tr>
<th>Index</th>
<th>Data fields</th>
<th>Types</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S/N</td>
<td>Discrete</td>
<td>S/N</td>
</tr>
<tr>
<td>2</td>
<td>Date time</td>
<td>Continuous</td>
<td>Date time</td>
</tr>
<tr>
<td>3</td>
<td>Cycle time</td>
<td>Continuous</td>
<td>Cycle time</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>Discrete</td>
<td>…</td>
</tr>
<tr>
<td>…</td>
<td>Factor 1</td>
<td>Continuous</td>
<td>Sensor data</td>
</tr>
<tr>
<td>…</td>
<td>Factor 2</td>
<td>Continuous</td>
<td>Sensor data</td>
</tr>
<tr>
<td>34</td>
<td>Factor 28</td>
<td>Continuous</td>
<td>Sensor data</td>
</tr>
<tr>
<td>35</td>
<td>Output (OK/NG)</td>
<td>Discrete</td>
<td>Inspection data</td>
</tr>
</tbody>
</table>

After that, each piece of casting product will be passed through the whole processes, the defects will be checked and identified at the final VMI station, all goods and defects will be recorded here with the serial number.

This casting process uses aluminum ingot as a raw material, with the well control of incoming quality, the effect of insufficient quality can be neglected from this study. There are 17 types of casting defects that have been classified in this process, but only surface porosity will be further analyzed.

Ahmad Nourian-Avval and Ali Fatemi (2020) had explained the mechanism of porosity that this defect can be caused by the remaining gas bubbles inside the liquid aluminum, those bubbles could not escape or purge out before the aluminum liquid cooled down, therefore the defect formed during the solidification.

Porosity defect can be caused by many factors, i.e. mold quality, mold temperature, liquid aluminum temperature, casting pressure, pouring rate, runner inadequate, low/high speed range inadequate, etc. (Sangwoo Park et al. 2019).

4.1 Data collection
Two groups of real data were collected: 1) machine data from machine sensors, and 2) defects data after classification from the visual inspection process, these two groups of data were matched together through serial number. The 141,000 data sets collected from one machine in the real die-casting production over the 5 months period, after data cleansing, removing the duplicate and missing data, there are 92,000 datasets remaining for data modelling these datasets representing all the variations in the process.

4.2 Data pre-processing
In this study, correlation factors screening was not considered, all the independent factors were used as the “input” of the model. Before constructing the model, the data exploration and distribution analysis of each input factor also needs to be checked to make sure those raw data are suitable and ready for the modelling.

4.3 Performance evaluation
Confusion Matrix or sometimes called Error Matrix is the table that showing the performance of machine learning classification problem comparing the actual value to the prediction value, as shown in Figure 2.
Figure 2. Confusion matrix

True Positive (TP): the actual value is positive and predicted value was positive.

True Negative (TN): the actual value is negative and predicted value was negative.

False Positive (FP): the actual value is negative but the predicted value was positive.

False Negative (FN): the actual value is positive but the predicted value was negative.

Calculation example: From Figure 2.

**Precision or Positive Predictive Value** measures how many % of the model correctly predicted the true positive?

$$\text{Positive Predictive Value (Precision)} = \frac{TP}{(TP+FP)} \times 100\%$$  \hspace{1cm} (1)

**Recall or Sensitivity** measures how many % of the actual positive cases were correctly predicted?

$$\text{Recall} = \text{Sensitivity} = \frac{TP}{(TP+FN)} \times 100\%$$  \hspace{1cm} (2)

**Negative Predictive Value** measures how many % of actual negative were correctly predicted?

$$\text{Negative Predictive Value} = \frac{TN}{(FN+TN)} \times 100\%$$  \hspace{1cm} (3)

**Specificity** measures how many % of negative prediction were correctly made?

$$\text{Specificity} = \frac{TN}{(FP+TN)} \times 100\%$$  \hspace{1cm} (4)

The percent **accuracy** is the ratio of total true prediction (positive & negative) on the total prediction results, the percent accuracy of prediction can then be calculated as follows;

$$\text{Accuracy} = \frac{TP+TN}{(TP+TN+FP+FN)} \times 100\%$$  \hspace{1cm} (5)

**F-measure or F-Score** measures the harmonic mean of Precision and Recall, it is the most common use to evaluate the imbalance classification problem.

$$F\text{-score} = 2 \times \frac{(\text{Recall} \times \text{Precision})}{(\text{Recall} + \text{Precision})}$$  \hspace{1cm} (6)
G-mean indicates the balance of classification and prediction performance in both of major classification and minor classification.

\[ G - mean = \frac{TP}{\sqrt{TP + FN}} \times \frac{TN}{TN + FP} \]  

(7)

5. Results and Discussion

Based on the feature importance (Extra Tree Classifier) analysis running on Python programming the results shown in Table 2. It was found that the Factor 26 (pressure releasing factor) revealed the highest score at 0.053, followed by Factor 3, Factor 27, Factor 8, and Factor 16, with the coefficient value of 0.049, 0.047, 0.043 and 0.042 respectively. The score indicates the contribution level of independent variables (input) on the output, the higher score, the more contributed to the output (NG case), as shown in Figure 3.

Table 2. Feature importance analysis results

<table>
<thead>
<tr>
<th>Features</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 26</td>
<td>0.053</td>
</tr>
<tr>
<td>Factor 3</td>
<td>0.049</td>
</tr>
<tr>
<td>Factor 27</td>
<td>0.047</td>
</tr>
<tr>
<td>Factor 8</td>
<td>0.043</td>
</tr>
<tr>
<td>Factor 16</td>
<td>0.042</td>
</tr>
</tbody>
</table>

Figure. 3 Comparing score of feature importance analysis results

In addition, when compare the accuracy of Logistic regression (LR) with Decision tree (DT) and Random forest (RF), it was found that LR and RF can provide the same accuracy at 95.85%, while DT can provide 91.18% which is not much different from LR and RF. But when consider G-mean value (see equation 7) that implied the balance of classification, we found that only DT algorithm be able to predict both sides of positive and negative output, as the results shown in Table 3.

Table 3. Performance evaluation of each algorithm

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy (%)</th>
<th>G-mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision trees (DT)</td>
<td>95.85</td>
<td>0.28</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>95.85</td>
<td>0.00</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td>91.18</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Confusion Metrix compare the evaluating results of positive prediction and negative prediction of each algorithm, it was found that only Decision Trees (DT) can predicted both sides, as shown in Figure 4. While, LR and RF be able to predicted 100% of positive side but unable to predict the negative side, as shown in Figure 5 and Figure 6.

![Figure 4 Confusion Metrix of DT](image1)

![Figure 5 Confusion Metrix of LR](image2)

![Figure 6 Confusion Metrix of RF](image3)

Figure 4 Confusion Metrix of DT        Figure 5 Confusion Metrix of LR        Figure 6 Confusion Metrix of RF

Considering Precision, Recall, and F-Measure in Table 4, LR and RF provided the very good results of Precision, Recall, and F-Score, reflecting an excellent predictive results of the positive classification. Although, DT revealed slightly lower performance of all 3 measurement values. However, the further study of imbalance classification problem is crucial for the future work in order to improvement the predictive result of the negative classification.

![Table 4. Predicting results](image4)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision trees (DT)</td>
<td>1.00</td>
<td>0.959</td>
<td>0.980</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>0.942</td>
<td>0.961</td>
<td>0.950</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td>1.00</td>
<td>0.959</td>
<td>0.980</td>
</tr>
</tbody>
</table>

6. Conclusion

Based on Feature importance analysis method it can be concluded the Factor 26 (Pressure releasing related) is the most contributing factor affecting the porosity defect that occurs on the outer surface of die-cast product, followed by Factor 3 (High-speed related), Factor 27 (Pressure releasing related), Factor 8 (High-speed related), and Factor 16 (Filling pressure related). The Decision Trees (DT) algorithm perform the best predictive results when considering a minor classification regarding G-Mean value, the 91.18% accuracy can be obtained by this algorithm. However, after performing investigation and analysis on the results and raw data, there is one concerning point in which the extremely low percentage of NG data were observed. Therefore, in the future work, the imbalance dataset needs to reviewed and optimized. The actual checking on the frontline production with the Subject-Matter Expert (SME) is still required. As well as continue to study the other types of classification and several feature selection methods those would also be taken into the consideration in order to obtain the most suitable and robustness prediction model for the real practice manner.
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