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Abstract
It is envisioned that future Commercial and Institutional (CI) buildings will be installed with a multitude of sensors that will provide water quality measures in real-time. Since water quality does not change instantly, one needs to predict how water quality will change over time and space, and proactively control water quality using chemical additives, or removing contaminants from water, to keep its quality within the regulated safe range for drinking. Therefore, the control systems must first develop water quality functions that can be used in predictive models and that can subsequently be used in a feedback control system to make optimal control decisions on additives, filtering, flushing, pressure and temperature adjustment, and other available control actions. This paper focuses on the development of these predictive models. Water flow including its physical properties (temperature, pressure, etc.), its chemistry (chlorine, pH levels, etc.), and its contaminants are simulated using the easily accessible water network modeling software EPANET. Resultant spatial-temporal water quality data from the simulation model was used to develop macro water quality functions using nonlinear regression and machine learning methods. The computational evaluation using supervised learning shows that these models can predict the water quality well.
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1. Introduction
Commercial and institutional (CI) buildings account for nearly 50% of municipal water use, whereas current water systems have done an inadequate job in balancing the efficient use of water with the health risks of people. Most people spend 8 hours or more per day in CI buildings (e.g., schools, office buildings, hospitals). Moreover, while we have made significant progress optimizing energy use, comfort, and security within CI buildings, we have done an
2. Literature Review

Legionella contamination of drinking water in Flint, Michigan is a prime example of the need for better water quality management (Byrne et al. 2019; Garner et al. 2019). Also, it has been shown that Legionella is more resistant to chlorine than most bacteria in water (Kuchta et al. 1983). Even though some might suggest using high amounts of chlorine, Bond et al. (2014) have shown that high levels of chlorine, as well as high levels of bromide, can increase the disinfection byproducts (DBPs) formation, especially the formation of Trihalomethanes (especially THM4). Chowdhury et al. (2011) have linked the high level of THMs in drinking water to human cancer such as bladder and colorectal cancer. There are many DBPs formation models, but very few use large enough datasets that their results are reproducible (Ged et al. 2015). These authors examine different THM4 formation models whether they include bromide, or the ones that do not include bromide on a large dataset to examine the strength of their prediction.

Fisher et al. (2017) discuss the complexity of chlorine decay and associated byproduct formation in drinking water and the need for detailed mathematical or simulation modeling throughout the pipe walls and bulk water for their analyses. In our current model, based on the paper from Georgescu et al (2012), we have assumed the chlorine level of the input water (from the city pipeline to CI) to be equal to the chlorine level of the upstream water treatment facility. In the CI water pipes, on the other hand, the wall-reaction rate is not consistent and has an inverse relationship with the concentration of chlorine (Fisher et al. 2011).
The use of EPANET is common practice for water quality researchers. Kohpaei and Sathasivan (2011) have shown that chlorine decay has an initial fast reaction followed by a slower one. Monteiro et al. (2014) show that modeling the first and nth-order decay kinetics for chlorine decay in EPANET has a sufficient level of accuracy. Monteiro et al. (2014) discuss that these results have been achieved after calibration of the wall decay coefficient which is in line with an aim of this paper which is to use Machine Learning and/or Statistical Methods (MLSM) to develop a macro WQF model that can show the state of the system $x(z,t)$, which represents the state of the water quality (chlorine level, bacteria level, metal contaminants, etc.) at any point $z$ in the water network, at any time $t$ given the “control inputs to the system” $u(z,t)$ (such as flushing, adjusting water temperature and pressure, chlorine injection, etc.).

3. Methods

To motivate our methods and data collection, it will be useful to preview the architecture of the predictive feedback control system for managing CI building water quality. Figure 1 shows a schematic diagram of the system where $y(z,t)$ are the measurements from sensors (this could include periodic manual sampling). This paper focuses on the prediction module. (We remark that the authors are concurrently exploring approaches for designing the control module which will be reported in a later paper.) Observe that some prior information is needed to obtain a good model fit.

With the exploding growth of machine learning prediction models, an increase in the use of machine learning models to predict the water quality variables is natural (Muhammad et al. 2015; Haghiabi et al. 2018; Ahmed et al. 2019). For example, Nejjari et al. (2014) use a Genetic Algorithm (GA) to minimize the difference between the model-predicted values and field-measured data, and GA has been used to estimate the unknown parameters by comparing the measured and simulated chlorine concentration at the monitored nodes within the distribution system. Another case of using an advanced machine-learning technique is in Saetta et al. (2021) where gradient boosting machines have been used to predict the chlorine residuals throughout the building plumbing network. In this paper, we study Least Absolute Shrinkage and Selection Operator ($\text{LASSO}$) regression, as well as non-linear regression ($\text{NLR}$) to estimate and predict the complex water quality variables’ reactions and interactions for the prediction module within the system for a real-time control a building’s water quality.

3.1 EPANET Input Model

As mentioned earlier, a base EPANET input model was developed to synthesize water quality data that can be used for ground truth for designing prediction and control modules. This EPANET model is for a five-story building with the most general pipeline properties used in CI buildings. Figure 2 below, shows some of the features of the input model. It has been assumed that each floor has 3 demand points (bathrooms, water fountains, kitchen, etc.). Furthermore, to observe the water quality entering the floor, a junction has been added to the pipeline where it enters the floor. Water demand was assumed cyclical, where it peaks during the day and reaches its minimum after midnight.

3.2 EPANET-MSX Model

EPANET was designed mostly with the hydraulic variables of water flow in mind. To model complex reactions between multiple chemical and biological species in both the bulk flow and at the pipe wall, EPANET Multi-Species eXtension (MSX) was developed as an extension to EPANET, as both a stand-alone executable program as well as a toolkit library of functions that programmers can use to build customized applications. The research team imported the library of functions from the EPANET-MSX toolkit into Python software, which enabled it to run multiple simulations and thus provides control over randomly changing the input parameters without changing each file manually. Hence, a large number of scenarios were simulated to collect synthesized data for the development of models that estimate, predict, and control water quality.

The Python code loads an EPANET input file as well as an MSX file and then changes the desired random input parameters. During each EPANET simulation scenario, the input parameters get randomly selected from given distribution based on data and literature sources to create an unbiased water quality data set; $pH$, Bromide, DOC, TOC, water temperature, and water age coming to the CI building, are some of the input parameters that are changed.
A Python interface was developed that transfers the EPANET-MSX output data to a Comma-Separated Values (CSV) file, which is standard for many MLSM algorithms. Transferring the data points to a CSV file enables the researchers to remove early data points during the warm-up period to use only equilibrated conditions for the model developments to follow.

The first water quality function (WQF) that we assumed to characterize a building’s water quality, which we will refer to as model WQF-A, is a model offered by Amy et al. (1998) in an EPA published book on DBPs, where THM4 is estimated based on the following chemical and quality variables: chlorine ($Cl_2$), bromide ($Br$), pH, dissolved organic carbon (DOC), temperature ($T$), age or time ($t$). Amy et al.’s (1998) empirical model were developed based on water treatment plant data and even though it captures logical aspects of water chemistry (e.g., increasing the chlorine level, leads to an increase in the THM4 level, etc.), it needs good approximate prior information to produce common THM4 levels observed in CI buildings.

$$THM4 = 0.0412(DOC)^{1.10}(Cl_2)^{0.152}(Br^-)^{-0.060}(T)^{0.61}(pH)^{1.60}(t)^{0.260}$$  \hspace{1cm} (WQF-A)

The second WQF we experimented with, which we will refer to as model WQF-B, is a model offered by Harrington et al. (1992), which is based on a very robust database from several water sources in Amy et al. (1987) with the many of the same water chemical and quality variables in WQF-A model plus a variable for Ultraviolet absorption at 254 nm wavelength ($UV_{254}$) and uses total organic carbon (TOC) which, as mentioned before, includes 90% DOC.

![Diagram](image-url)
3.3 Supervised Learning Models Selection

The goal of supervised learning is to train a model so that it can predict the output when it is given new data. In this research, LASSO regression and NLR were studied to estimate and predict the complex water quality variables. Even though other supervised learning models such as decision tree regression, and random forest regression have also been used to compare the quality of estimations, the later models are not considered here since for feedback control approach (that is currently being designed) requires algebraic forms. To test the effectiveness of any model fit, the synthesized data was first partitioned into two sets in an 8:2 ratio, where the larger set referred to as “training data” was used to train the model and smaller set to test the model which we refer to as “test data” below. Next, the $R^2$ level of fit was computed to evaluate the goodness of fit of the predicted data in comparison with input data (a good fit mean $R^2$ is very close to 1).

LASSO regression is a modification of linear regression that includes a penalty term ($\alpha$) (which is decided by the modeler) for the sum of absolute values of the coefficients. Since the underlying functions and equations in water quality systems are very complex, LASSO regression offers a simple and fast computable prediction model, making it very attractive for real-time control applications (Kley-Holsteg and Ziel 2020). The LASSO regression model used on WQF-A synthesized data for WQF-A first suggested the removal of chlorine ($Cl_2$) as a regressor due to its high correlation with the age ($t$) variable. The LASSO regression used on WQF-B shows similar results, and it also suggested removal of Bromide (Br') when penalty $\alpha$ was made higher.

NLR can create more complex models which can be used to predict some unobservable water quality variables in real-world data, such as the age of the water. In addition, NLR can be used to calibrate the parameters of its “base model” that is required as prior information to narrow the search for the underlying coefficients (we discuss this further in section 5 on results). Also, due to the complexity of NLR, the search for best-fit parameters often requires a prior range for valid estimated parameters as well as an initial guess (seed); NLR then computes the near-best or optimal parameters that fit the data assuming the given base form. Since the water chemical and quality are correlated (e.g. the chlorine decay has time as its independent variable), a hierarchical three-phase approach has been developed. In Phase 1, we estimate the first multiplicative coefficient in the WQF because, during the simulation phase, we observed that this coefficient, which normally is not well estimated in the WQF models, had to be adjusted to produce reasonable results. Then keeping the coefficient fixed, in Phase 2, we estimate the initial water age ($t$) as well as its exponent since water age is affected by both the initial age of input water and stagnation of water in the CI building. Finally, in Phase 3, we estimate the test of values of the other parameters in the WQF.

4. Data Collection

Currently, there are no available datasets that provide information on all the end-user water variables in CI buildings. Therefore, the input values used in the EPANET-MSX file were randomly selected from distributions based on some real data as well as given Box and Whisker (BW) plots from literature (see, e.g., Figure 3). In the following subsections, we will discuss each distribution for input water variables.

4.1 pH Distribution

To find distribution for pH in CI buildings, we have tried fitting a normal distribution $N(8, 0.197)$ to our measurement data (376 data points) from 11 different buildings at Arizona State University using the ARENA input analyzer. Based on the Kolmogorov–Smirnov test we accepted the hypothesis that the collected pH data approximately follows a normal distribution $N(8, 0.197)$.

4.2 Bromide (mg/L) Distribution

According to Obolensky et al.’s (2007) dataset on water treatment plans, the mean and median of the Surface Water (SW) bromide levels is 0.06 and 0.03, respectively (note that we assumed that our CI buildings have SW sources). Since there is no actual distribution given in the paper for the SW bromide levels, but only the BW plots (Figure 3), a random distribution with the same statistical attributes as the BW plot was developed and sampled for the simulation runs.

\[
THM4 = (0.00309 \times 252) \times (TOC \cdot UV254)^{0.44} \times (Cl_2)^{0.409} \times (t)^{0.265} \times (T)^{1.06} \times (pH - 2.6)^{0.715} \times (Br^- + 1)^{0.03} \quad (WQF-B)
\]
4.3 DOC (mg/L) Distribution
In the literature, there are no data set for Dissolved Organic Carbon (DOC) in CI buildings, but experts believe that Total Organic Carbon (TOC) contains about 90% DOC. Therefore, the TOC distribution based on the BW plot (Figure 4) from Obolensky et al (2007), multiplied by a factor of 0.9, was used for the distribution of the random inputs in the simulations.

5. Results and Discussion
5.1 EPANET-MSX Simulation Results
After running the EPANET-MSX simulation for 20 random scenarios with both models (WQF-A and WQF-B) we synthesized 722840 data points for each WQF model. The synthesized data appeared well behaved based on observed trends such as (a) the prevailing chlorine levels increase and the THM4 levels decrease during the high demand hours when stagnation is low, and conversely, and (b) the chlorine levels decrease and the THM4 levels increase (THM4 formation) during the least demand hours, i.e., after midnight.

![Figure 4: The THM4 Histogram for synthesized data based on WQF-A and WQF-B models](image)

Given that all the input parameters were based on distributions from real-world data, the synthesized data is a good representation of the water quality in CI buildings. From Figure 4, we can see that 16.29% and 26.69% of the water delivered at the demand points is higher than the acceptable limits imposed by EPA. This further motivates the need for developing a predictive control system that assures THM4 to always be within safe THM4 limits for drinking.

5.2 LASSO Regression Results
As mentioned before, the LASSO regression model is based on linear regression that includes a penalty (α) for the sum of absolute values of the regression coefficients. The following results (see Figure 5) are based on the test data (144568 data points which are 20% of the total synthesized data points for WQF-A).

(a) \[ THM4 = 130 + 42.3 \cdot Cl_2 + 2.27 \cdot T - 2.76 \cdot t + 8.08 \cdot pH + 0.111 \cdot Br^- + 28.7 \cdot DOC \]
(with \( \alpha = 0.0001 \)) (\( R^2 = 0.97057 \))
(b) \[ THM4 = 794 + 0 \cdot Cl_2 + 2.2 \cdot T - 9.56 \cdot t + 8.05 \cdot pH + 0.111 \cdot Br^- + 28.7 \cdot DOC \]
(with \( \alpha = 0.0001 \)) (\( R^2 = 0.9705 \))
(c) \[ THM4 = 749 + 0 \cdot Cl_2 + 2.17 \cdot T - 9.05 \cdot t + 7.68 \cdot pH + 0.11 \cdot Br^- + 28.7 \cdot DOC \]
(with \( \alpha = 0.0001 \)) (\( R^2 = 0.97047 \))
(d) \[ THM4 = 298 + 0 \cdot Cl_2 + 1.89 \cdot T - 3.95 \cdot t + 4.01 \cdot pH + 0.103 \cdot Br^- + 28.5 \cdot DOC \]
(with \( \alpha = 0.0001 \)) (\( R^2 = 0.96809 \))

The \( R^2 \) values indicating the measure of fit for our selected \( \alpha \) levels are quite high. For \( \alpha \) level 0.001 and above the LASSO regression detects the high correlation between chlorine level and water age (t) and hence we may select model (b) which gives \( R^2 = 0.9705 \) while estimating the coefficient of chlorine as 0.
We repeated this experiment WQF-B and applied LASSO regression on WQF-B test data (144568 data points which are 20% of the total synthesized data points for WQF-B). The LASSO fits results were similar with high $R^2$ values (plotted points were similar to Figure 5) are given below:

(a) $THM4 = 1590 + 33.6 \times Cl_2 + 4.3 \times T - 17.8 \times t + 12.6 \times pH + 8.52 \times Br^- + 12.4 \times TOC + 297 \times UV254$
(with $\alpha = 0.0001$) ($R^2 = 0.97405$)

(b) $THM4 = 2140 + 0 \times Cl_2 + 4.04 \times T - 23.1 \times t + 12.5 \times pH + 7.03 \times Br^- + 12.4 \times TOC + 296 \times UV254$
(with $\alpha = 0.001$) ($R^2 = 0.97400$)

(c) $THM4 = 2100 + 0 \times Cl_2 + 4.24 \times T - 22.6 \times t + 11.2 \times pH + 8.52 \times Br^- + 12.4 \times TOC + 281 \times UV254$
(with $\alpha = 0.01$) ($R^2 = 0.97335$)

(d) $THM4 = 1700 + 0 \times Cl_2 + 3.93 \times T - 17.6 \times t + 0.131 \times pH + 0 \times Br^- + 14.5 \times TOC + 115 \times UV254$
(with $\alpha = 0.1$) ($R^2 = 0.97057$)

It is interesting to point out that LASSO for both WQF-A and WQF-B removes the highly correlated regressor, chlorine when $\alpha > 0.0001$. Moreover, in WQF-B with $\alpha = 0.1$, the coefficient of bromide is estimated as zero implying that bromide ($Br^-$) does not impact THM4 in this case.
### 5.3 Non-Linear Regression (NLR) Results

As discussed earlier, we can use NLR to estimate and calibrate the parameters of the WQFs. The age \( t \) of the water flowing into the building is a water quality variable that cannot be obtained from a sensor and it is very complex to estimate or measure. In this section, we first will try to obtain a prior estimate of the initial water age which, for the EPANET simulations was drawn from a normal distribution with a mean of 100 hours. The goal is to converge to the value of the initial water age that is known to us (since we have used it to create the synthesized data), but it is unknown to the NLR model. Due to the complexity of the feasible region for finding the optimal \( K \) values, NLR requires a base equation form, seed (an initial guess), and lower and upper bounds on the parameters that need to be estimated. The seed (except for the seed of initial water age which can be arbitrary), was chosen as the original value of the parameters proposed in WQFs. The upper and lower limits of the parameters were set within 50% of the seed, except for \( B_{BB} \) which is modeled quite differently in WQF-A and WQF-B. Finally, since some water chemical and quality variables are highly correlated, we developed and applied the three-phase approach as described in subsection 3.3.

#### 5.3.1 WQF-A Based Non-Linear Regression Model

In this subsection, the non-linear regression has the prior base form model for WQF-A was

\[
THM4 = K_1 \cdot (DOC)^{K_2} \cdot (Cl_2)^{K_3} \cdot (Br^-)^{K_4} \cdot (T)^{K_5} \cdot (pH)^{K_6} \cdot (t + K_7)^{K_8}
\]

where the \( K_i \) parameters need to be estimated from data. To check the model adequacy of WQF-A based non-linear regression, we have trained the model on WQF-A synthesized data, and tested the model on test data as shown in Figure 6(a). In Phase 1, we estimated the first coefficient \( K_1 \) regression as 0.0406 which is very close to the input coefficient of 0.0412 for WQF-A. Fixing the estimated \( K_1 \), in Phase 2, we estimated the age \( t + K_7 \) of the input water to the building and its exponent \( K_8 \); estimates of \( K_7 \) and \( K_8 \) were 84.3 and 0.27, respectively. The random input used in the simulation was \( t = 94.9 \) hours, and exponent \( K_8 \) was 0.27, and this we note these estimation errors related to age are negligible. Finally, in Phase 3, we estimated the other parameters of the WQF-A giving us the estimate:

\[
THM4 = 0.0406 \cdot (DOC)^{1.1} \cdot (Cl_2)^{0.2} \cdot (Br^-)^{0.0674} \cdot (T)^{0.675} \cdot (pH)^{1.53} \cdot (Age + 84.3)^{0.27} \quad (R^2 = 0.99291)
\]

Next, to check the validity of the above WQF-A base, we trained it on WQF-B synthesized data using the base of WQF-A model (recall there is no \( UV_254 \) in WQF-A base) and obtained the following fitted model (Figure 6).

\[
THM4 = 0.042 \cdot (TOC)^{0.664} \cdot (Cl_2)^{0.228} \cdot (Br^-)^{0.00229} \cdot (T)^{0.915} \cdot (pH)^{1.51} \cdot (Age + 84.2)^{0.27} \quad (R^2 = 0.84453)
\]

Thus, the WQF-A based NLR performs quite well as its \( R^2 \) is quite high. The estimation for initial water age is 84.2 is close to the value of 99.8 used in the WQF-B simulation. Moreover, NLR correctly detects the insignificance of bromide (\( Br^- \)) and estimates the exponent of bromide as 0.00229, which is close to the exponent 0.03 used for input WQF-B simulations. Note that there is a linear relationship between DOC and TOC; it has been observed that TOC contains about 90% DOC, meaning that the two values can be used interchangeably as long as the ratio is preserved in the calculations.

![Figure 6](image)

(a) WQF-A Based Non-Linear Regression on WQF-A Data

(b) WQF-A Based Non-Linear Regression on WQF-B Data
5.3.2 WQF-B Based Non-Linear Regression Model

In this subsection, the NLR has the base form equation from WQF-B:

\[ T = K_1 \ast (T_D \ast D) \ast K_2 \ast (U_{254}) \ast K_3 \ast (D \ast C)^2 \ast K_4 \ast (A + K_5) \ast (pH - 2.6) \ast K_6 \ast (Br^- + 1)^{K_9} \]

As before, we trained WQF-B based NLR on WQF-B synthesized data and then evaluated the prediction on the test data (see Figure 7a). In Phase 1, we estimated coefficient \( K_1 \) as 0.772 which is very close to the input coefficient value of 0.77868. Fixing \( K_1 \) the estimated coefficients from Phase 2, were \( K_4 \) (for age) and its exponent \( K_6 \), as 91.8 and 0.27, respectively. These are close to the random inputs for the synthesized data where \( K_4 \) was 99.8 hours and \( K_6 \) was 0.27. Finally, in Phase 3, we estimated the other parameters of the WQF-B as shown below.

\[ T = 0.772 \ast (T_D)^{0.438} \ast (U_{254})^{0.441} \ast (D \ast C)^{0.434} \ast (A + 91.8)^{0.27} \ast (pH - 2.6)^{0.662} \ast (Br^- + 1)^{1.1} \]

\( R^2 = 0.99307 \)

Next, to check the validity of the base form of WQF-B, we trained it on synthesized WQF-A data where we assumed the mean value of \( U_{254} \) from Obolensky et al. (2007) (recall there is no \( U_{254} \) in the synthesized WQF-A data) and tested it on WQF-A test data (see as shown in Figure 7(b). Using the same three-phase approach we have:

\[ T = 0.652 \ast (D_{OC})^{1.13} \ast (U_{254})^{0.319} \ast (D \ast C)^{0.205} \ast (A + 96)^{0.267} \ast (pH - 2.6)^{0.735} \ast (Br^- + 1)^{0.045} \]

\( R^2 = 0.98855 \)

The WQF-B based NLR performs extremely well on WQF-A data, with \( R^2 \) almost as high as the prediction for WQF-B synthesized data. The estimation for initial water age is 96 which is very close to the input value 94.9 used for the WQF-A simulation. Moreover, the NLR correctly detects the insignificance of bromide (\( Br^- \)) in WQF-B and estimates the exponent of bromide as 0.045 which is close to the exponent of bromide in WQF-A, 0.068.

Figure 7: (a) Prediction results of WQF-B based NLR on WQF-B synthesized data \( (R^2 = 0.99307) \)

(b) Prediction results of WQF-B based NLR on WQF-A synthesized data \( (R^2 = 0.98855) \)

6. Conclusions

In this paper, we have developed a method to use sensor data to predict the water quality at the outputs (taps and water fountains) of CI water networks. The primary goal of our approach is to first identify the quality of the water coming into the CI building, and then estimate and predict the expected quality of water at the pipes’ outputs. Our eventual goal is to use this method to develop a predictive feedback control scheme to determine controls such as flushing, adjusting water temperature and pressure, filtration, chlorine injection, etc., to assure that water is of acceptable quality at the pipe network outputs.

From extensive literature on the normal contents and chemistry of drinkable water in building networks, we hypothesized a water quality function (WQF) which we referred to as WQF-A. The literature develops many such
models based on data and curve-fitting of the data each with an associated $R^2$ measure of fit. Developing expressions for water contents and chemistry in both surface water and ground water tanks, city pipes, and buildings’ pipes are currently active research among environmental engineering research. We simply assumed one of them which included chemical and physical properties of interest in measuring the quality of drinking water. To test the methodology developed, we assumed another WQF, which we referred to as WQF-B, again based on our review of literature in this field.

A microsimulation model for a five-story water flow, using the well-accepted modeling software EPANET, was developed that simulated the water flow in the building with associated physical properties (temperature, flow rates, pressure, etc.), its chemistry (chlorine, pH levels, THM, TOC, etc.) and metal compounds contaminants. In our first set of experiments, we characterized water quality using WQF-A. It was clear that due to the high correlation of some variables in WQF-A the fitting of data using single-pass Machine Learning and/or Statistical Methods (MLSM) approach was unstable and highly dependent on the “seed” for starting the optimization process needed for the curve fitting. Hence we developed a three-phase approach where at Phase 1 we estimated the first multiplicative coefficient $K_1$ of the WQF. Keeping this estimated coefficient fixed, we then estimated in Phase 2 the age of in-flow water characterized by $(t + K_1)^{K_2}$. Finally, in Phase 3 we estimated the values of the other parameters in the WQF. The computational experiments indicated that our estimates were close to what the actual inputs were in our simulations, with an $R^2$ of approximately 0.97 to 0.99.

We repeated these computational experiments using input characterization WQF-B. This allowed the research team to conclude that the NLR method indeed is successful in estimating the WQF. Since it is envisioned that in our predictive feedback control system, currently being developed and tested, we need to look ahead only for short times (in 1-2 hours) we compared these estimation methods with a commonly used approach in machine learning, LASSO Regression. Computational experiments with LASSO regression are also evaluated in this paper. LASSO also performed quite well, fitting with $R^2$ close to 0.97.

Previewing our framework for the eventual development of a real-time predictive feedback control system for water in CI Buildings, our future research directions include (1) Development of acceptable water quality characterization which can be envisioned as a target subspace in the water quality state, defined by ranges of variables of the contents, physical attributes and chemistry of the drinking water, (2) Development of a predictive feedback control schemes to guarantee that water at the outputs in the target subspace, and (3) Evaluation of the developed predictive feedback control system, in simulations and through pilot testing.
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