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Abstract 

A corporate credit rating is an index that evaluates a company's ability to fulfill its debt obligations on a 22-point scale 
from AAA to D. Since obtaining corporate credit rating is very costly, corporate credit rating estimation using machine 
learning has attracted much attention in recent years. The problem with conventional research is that certain features 
become noise in the estimation of specific companies, resulting in localized loss of accuracy. In the previous studies, 
the overall accuracy was improved by using new features in addition to financial indicators in the estimation of 
corporate credit ratings. However, because the new features became noise in the estimation, the accuracy of some 
companies was lower than that of the corporate rating estimation using only financial indicators as the features. On 
the other hand, the stacking suppresses the accuracy loss due to noise. The stacking is built in two stages: in the first 
stage, the base model is built, and in the second stage, the meta-model is built using the estimates of the base model 
as features. The design of the base models is critical to the accuracy of the model with the stacking. In this study, we 
design the base models based on the groups of classified features. For example, the groups of features related to 
financial indicators includes profitability and safety, etc. The objective of this study is to construct a proposed model 
using the stacking with base models based on the groups of classified features. In addition, to confirm the usefulness 
of the proposed model, we compare the accuracy of the proposed model with that of the conventional model that does 
not use stacking. In this study, the corporate credit rating estimation is treated as a 22-class multi-label classification 
problem. The method used in the corporate credit rating estimation model is the Light Gradient Boosting Machine. In 
this study, the proposed model uses rating estimates of seven base models. The seven base models include a 
conventional model, five models using financial indicators, and a model using investment and loan network indicators. 
The financial indicators used in the five models are based on five groups of financial indicators classified by Nikkei 
NEEDS-FinancialQUEST. The five groups are profitability, return on capital, cash flow, return on equity, and safety. 
We used corporate ratings from Japan Credit Rating Agency, Inc. for the period from 1999 to 2021 as the labeled 
training data. Numerical experiments were conducted using data from 1,972 firms with 167 indicators. As a result, the 
proposed model improved the estimation of 53 firms compared to the previous model. The accuracy of the proposed 
model is 0.798, which is 0.027 points higher than that of the conventional model. The Quadratic Weighted Kappa is 
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0.914, which is 0.012 points higher than that of the previous model. The accuracy of the proposed model was better 
than that of the conventional model, indicating the usefulness of the proposed model. 
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