
Proceedings of the IEOM International Conference on Smart Mobility and Vehicle Electrification 
Detroit, Michigan, USA, October 10-12, 2023 

© IEOM Society International 

DriveSAM: Cognitive Perspective on Driving Maneuvers 
Based on Drivers’ Attention Using Eye Gaze Data 

Kelvin Kwakye and Younho Seong  
Department of Industrial & Systems Engineering 

North Carolina A&T State University 
Greensboro, North Carolina, USA 

kkkwakye@aggies.ncat.edu, yseong@ncat.edu 

Sun Yi 
Department of Mechanical Engineering 
North Carolina A&T State University 

Greensboro, North Carolina, USA  
syi@ncat.edu 

Armstrong Aboah 
Department of Civil and Architectural Engineering and Mechanics 

University of Arizona-Tucson 
aaboah@arizona.edu 

Abstract 

Accurately predicting the intentions of drivers during their maneuvers and assessing their level of attentiveness hold 
paramount importance in comprehending driver behavior and enhancing decision-making processes. Given the 
intricate nature of driving environments, drivers are contended with a plethora of distractions that divert their focus 
away from the road. Thus, it is imperative to fathom the extent of a driver's attentiveness and its consequential 
impact on their cognitive decision-making abilities in the context of making driving maneuvers. Despite its pivotal 
significance, research in the following fundamental questions remains conspicuously absent: What garners the 
primary visual focus of drivers whilst operating a vehicle? Why do drivers occasionally veer into other vehicles or 
obstacles? The current study therefore alleviates the gaps in previous studies by providing answers to these 
questions. The overarching goal of this study is to employ a zero-shot learning technique to understand the complex 
patterns and relationships between driver’s attention and their cognitive decision-making. To achieve this goal, the 
study leveraged on the synergistic fusion of both image features from the driving scene and eye gaze information 
from drivers. The data used from this study was gotten from DR(eye)VE dataset. We employ the Segment Anything 
Model (SAM) for our zero-shot learning to segment the attention of the drivers base on their gaze information. The 
result from our study indicates that drivers pay more attention to road when driving on a highway as compared to 
city drive. This insight provides valuable information about drivers' attention allocation in different driving contexts 
and can aid in developing tailored interventions to improve road safety and enhance driver awareness. 
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1. Introduction
Driving is a complex cognitive task that requires the seamless integration of perceptual, motor, and decision-making 
processes (Lemonnier et al. 2014). The ability to understand how drivers allocate their attention during various 
driving maneuvers is crucial for improving road safety and optimizing driver assistance systems. In recent years, 
advancements in Artificial Intelligence (AI) and eye-tracking technology have provided researchers with valuable 
insights into drivers' visual attention patterns and image analysis (Gyimah et al. 2022; Gyimah et al. 2023). By 
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analyzing eye gaze data, we can gain a cognitive perspective on driving maneuvers, exploring how drivers process 
information from their visual environment to execute different driving tasks effectively.  
In the realm of transportation safety and human-vehicle interaction, accurately predicting drivers' intentions and 
assessing their attentiveness play a pivotal role in enhancing road safety and optimizing decision-making processes. 
Driving, as a complex cognitive task, demands constant vigilance and prudent decision-making to navigate through 
diverse and dynamic environments (Büla et al. 2011). However, the driving experience is often challenged by a 
myriad of distractions that can divert drivers' focus away from the road, potentially leading to hazardous situations. 
Understanding the extent of drivers' attentiveness and its consequential impact on their cognitive decision-making 
abilities during driving maneuvers is of paramount importance in comprehending driver behavior and implementing 
effective safety measures (Kotseruba and Tsotsos 2021).  
Despite the significance of driver attentiveness and decision-making, several fundamental questions remain 
unanswered. For instance, what specific elements capture drivers' primary visual focus while operating a vehicle, 
and why do drivers occasionally deviate into other vehicles or obstacles despite their driving experience? These 
questions underscore the need for comprehensive research in the domain of driver behavior and attentiveness during 
driving maneuvers. 
In response to these research gaps, the current study presents a novel approach to address these critical questions by 
employing a zero-shot learning technique. Zero-shot learning leverages the synergy between image features from the 
driving scene and eye gaze information from drivers to gain a deeper understanding of the complex patterns and 
relationships between drivers' attention and their cognitive decision-making abilities. 
The study utilizes data from the DR(eye)VE dataset, an extensive and valuable resource that captures real-world 
driving scenarios with precise eye gaze annotations. By leveraging the Segment Anything Model (SAM), the study 
successfully performs zero-shot learning to accurately segment drivers' attention based on their gaze information. 
The overarching goal of this study is to contribute to a comprehensive understanding of driver behavior and 
attentiveness during maneuvers, shedding light on the factors influencing drivers' visual focus and decision-making. 
By illuminating drivers' attention allocation across different driving contexts, the study aims to provide valuable 
insights that can be harnessed to develop targeted interventions and optimize road safety measures. 
In the following sections, we present a brief literature review, methodology and results of our study, highlighting the 
implications of our findings for driver safety and human-vehicle interaction. By bridging the gap in previous 
research and providing answers to these fundamental questions, this study contributes to the broader field of 
transportation safety and driver behavior analysis. The results hold promising applications in the design of advanced 
driver assistance systems and tailored interventions to enhance drivers' attentiveness and decision-making abilities 
on the road. 

1.1 Objectives  
The goal of this study is to employ a zero-shot learning technique to understand the complex patterns and 
relationships between driver’s attention and their cognitive decision-making. 

2. Literature Review
Drivers' primary visual focus while operating a vehicle is influenced by various factors such as the driving task and 
external stimuli. They need to attend to multiple concurrent tasks, including keeping the vehicle in the lane, 
observing other road users, reacting to hazards, and dealing with distractions. Research has shown that drivers tend 
to focus on the front area, but their attention can shift to different areas depending on the driving situation and 
cognitive workload (Nico et al, 2021). Occasionally, drivers may veer into other vehicles or obstacles due to factors 
like inattention, distraction, or cognitive overload. Failure to notice and respond to surrounding objects and events 
can lead to accidents (Amadori et al. 2021). Understanding drivers' visual attention patterns can help identify unsafe 
attention patterns and improve driver monitoring, driver assistance, and automated driving systems (Kotseruba and 
Tsotsos 2021). 
This literature review explores relevant studies that utilize drivers’ eye gaze data to investigate driving maneuvers 
from a cognitive perspective, incorporating theories such as selective attention, visual search, cognitive load, 
ecological perception, attentional tunneling, attentional capture, and central processing. 

1. Selective Attention and Visual Search in Driving Maneuvers: Drivers' selective attention and visual search
patterns during lane changing maneuvers were examined using eye gaze data. The study found that drivers
primarily directed their gaze to the rear-view mirrors and adjacent lanes, while avoiding prolonged fixation
on irrelevant areas. This supports the selective attention theory, suggesting that drivers allocate attention to
critical information relevant to the maneuver (Sudkamp et al 2021).
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2. Cognitive Load and Driving Performance: Bitkina et al. (2021) investigated the impact of cognitive load on 
drivers' attention allocation during merging maneuvers using eye gaze data. They found that under high 
cognitive load conditions, drivers displayed reduced gaze scanning patterns, focusing more on central areas 
of the road. The results align with cognitive load theory, indicating that drivers' attentional resources were 
constrained during demanding driving tasks. In a different study, Firoz and Seong (2023) delved into the 
realm of intuitive cognition during decision-making, utilizing the Artificial Grammar Learning paradigm. 
Meanwhile, Firoz et al. (2022) ventured into the classification of trust through EEG signals, employing 
machine learning techniques in a neurological context. 

3. Ecological Perception and Decision-Making: Kaya et al. (2021) employed eye gaze data to study drivers' 
visual perception and decision-making during left turn maneuvers at intersections. The study revealed that 
drivers fixated on potential hazards, such as oncoming vehicles and pedestrians, before initiating the turn. 
This finding supports ecological perception theory, emphasizing the role of visual information in real-world 
decision-making scenarios. 

4. Attentional Capture in Complex Driving Scenarios: Chan (2016) investigated attentional capture in driving 
maneuvers involving unexpected events using eye gaze data. They found that drivers' gaze was 
involuntarily captured by salient objects on the roadside, leading to momentary distractions. This supports 
attentional capture theory, demonstrating the influence of external stimuli on drivers' attention allocation. 

5. Central Processing and Decision Points: Sun et al. (2016) analyzed eye gaze data to examine drivers' 
central processing activities during critical decision points in roundabout maneuvers. The study revealed 
specific gaze patterns associated with decision-making and route planning. This aligns with central 
processing theory, emphasizing the role of eye gaze in decision-related cognitive activities. 

The utilization of eye gaze data renders significant revelations into the cognitive mechanisms that underscore 
driving maneuvers. The present literature review showcases how theories concerning selective attention, visual 
search, cognitive load, ecological perception, attentional tunneling, attentional capture, and central processing 
substantiate a more profound comprehension of drivers’ allocation of attention and decision-making processes 
during driving maneuvers. 
 
3. Methods  
The architecture for capturing drivers' attention DriveSAM is designed to seamlessly integrate drivers’ eye gaze 
data, and Segment Anything Model (deep learning, and attention segmentation). 
 
3.1 Data Collection  
The DR(eye)VE dataset comprises a total of 555,000 frames, organized into 74 sequences, with each sequence 
spanning a duration of 5 minutes. The driving experiment involved eight diverse drivers, aged between 20 and 40, 
consisting of 7 male participants and 1 female participant. The experiment extended over a period exceeding two 
months. The recorded videos capture various contexts, encompassing distinct landscapes such as downtown areas, 
countryside settings, and highways. The dataset encompasses a wide spectrum of traffic conditions, ranging from 
traffic-free scenarios to densely congested situations. Moreover, the videos were captured under diverse weather 
conditions, including sunny, rainy, and cloudy weather. The recording sessions were conducted throughout different 
times of the day, encompassing both daytime and nighttime periods (Palazzi et al. 2018). Table 1 presents some 
characteristics of the dataset. The data in question illuminates the extent of diversity inherent in the dataset as it 
pertains to the present study. 
 
 

Table 1. Dataset characteristics 
 

Gaze 
information 

Time of day Weather conditions 

raw fixation day rainy 
pupil dilation evening cloudy 
gaze map night sunny 
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3.2 Segment Anything Model (SAM) 
SAM functions based on the principle of zero-shot learning, which is a method that allows the model to detect and 
segment objects without the requirement of predetermined segmentation labels. Unlike conventional object detection 
models that necessitate substantial training data for specific objects, SAM is capable of generalizing its 
segmentation abilities to a broad array of objects, making it an ideal choice for intricate and ever-changing driving 
scenarios (Kirillov et al. 2023). 
SAM’s architecture comprises three integral components as depicted in Figure 1. These three components include an 
image encoder, a flexible prompt encoder, and a fast mask decoder. 
Image Encoder. Motivated by considerations of scalability and the deployment of powerful pre-training methods, 
which utilizes a pre-trained Vision Transformer (ViT) that has been minimally adapted to process high-resolution 
inputs via mean absolute error (MAE) techniques. The image encoder operates through a single run per image and 
may be effectively applied prior to prompting the model. 
Prompt Encoder. Consider two distinct sets of prompts, namely sparse and dense.  The sparse comprises points, 
boxes, and text, while the dense encompasses masks. The positional encodings of points and boxes are augmented 
with learned embeddings specific to each type of prompt. Free-form text, on the other hand, is utilized in 
conjunction with a pre-existing text encoder sourced from CLIP. In the case of dense prompts, i.e., masks, the 
embedding process involves the use of convolutions, which are subsequently element-wise summed with the image 
embedding. 
Mask Decoder. Effectively maps the image embedding, prompt embeddings, and an output token to a mask through 
the implementation of a Transformer decoder block that has been modified and is subsequently followed by a 
dynamic mask prediction head. This decoder block employs prompt self-attention and cross-attention in two 
directions, namely prompt-to-image embedding and vice versa, for the purpose of updating all embeddings. 
 

 
Figure 1. The architecture of DriveSAM system 

 
3.3 Zero-Shot Learning and Attention Segmentation 
SAM employs the technique of zero-shot learning (ZSL)to segment attention regions predicated on the input eye 
gaze data. Semantic embeddings are utilized in ZSL to capture the shared characteristics and relationships among 
different attention regions. These embeddings are learned from a semantic space that encodes attributes, features, or 
descriptions of the attention targets (Pourpanah et al. 2022). With attention segmentation, SAM identifies regions 
where drivers’ gaze is concentrated, indicative of attention location. That is, it exhibits the capacity to independently 
identify regions of interest that encapsulate the focus of drivers’ attention, thereby engendering attention heatmaps 
and density maps that visually depict the patterns of attention allocation. 
 
4. Results and Discussion  
Based on the data extracted from the DR(eye)VE dataset and the application of the Segment Anything Model 
(SAM) for zero-shot learning, a number of noteworthy observations were made. The study noted a distinct variance 
in the attention span of drivers when comparing highway drives to city drives. On highways as shown in Figures 2a 
and b, drivers predominantly allocated their attention to the road ahead, which could be attributed to the higher 
speeds, necessity to maintain a safe following distance, and the presence of fewer distractions than in city 
environments. 
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Moreover, by analyzing the eye gaze information in tandem with the driving scene, it was evident that drivers' gaze 
patterns are intrinsically linked to their cognitive decision-making processes. For instance, instances where drivers 
veered into other lanes or towards obstacles often coincided with their gaze being diverted away from the primary 
roadway. 
In addition, the combination of image features from the driving scene and eye gaze information provided a holistic 
view of the driver's behavior. This comprehensive approach helped in unveiling the underlying patterns associated 
with driving maneuvers and their respective attention allocation. As such, the study underscores the importance of a 
synergistic fusion of data in understanding the complex interplay between drivers' attention, decision-making 
processes, and driving behavior.  
 

Figure 2(a). Highway drive   Figure 2(b). Highway drive  

Figure 3(a). City drive     Figure 3(b). City drive 
 
The results of this investigation offer insight into crucial aspects of driving behavior. An important discovery is that 
driving contexts play a significant role. The dissimilarities in attention allocation between highway and city drives 
emphasize the necessity of comprehending driving contexts. City drives as shown in Figures 3a and b, which are rife 
with distractions such as pedestrians, intersections, and frequent stops, may require more advanced interventions to 
ensure driver attentiveness. The information gathered has the potential to be pivotal in devising context-specific 
interventions to enhance road safety. For instance, adaptive driver assistance systems (ADAS) can be developed to 
provide more frequent alerts in city environments, taking into account the higher likelihood of distractions. The 
efficacy of the Segment Anything Model (SAM) in segmenting driver attention based on gaze information signifies 
the potential of zero-shot learning in behavioral research. Such models can be extended to other domains, providing 
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insights without the need for extensive labeled data. Although this study addressed the primary visual focus of 
drivers and reasons behind some driving errors, additional research can delve deeper into specific distractions within 
city drives. Furthermore, expanding the dataset to encompass a broader spectrum of driving conditions, 
demographics, and vehicle types can enrich the understanding of driver behavior. 
 
5. Conclusion  
In conclusion, the correct prediction of driver intentions and the evaluation of attentiveness are critical in 
comprehending driver conduct and improving decision-making. This investigation employs zero-shot learning by 
fusing image features and eye gaze data to uncover intricate connections between attention and cognitive decision-
making. By exploiting the DR(eye)VE dataset and the Segment Anything Model (SAM), the study reveals that 
drivers give priority to road attention when driving on highways as opposed to city drives. This finding has 
pragmatic implications for customized interventions aimed at enhancing road safety and driver awareness, 
propelling human-vehicle interaction research forward. 
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