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Abstract 

This paper proposes an approach beyond the current Large Language Models (LLMs) milestones. To achieve optimal 
results, LLMs require careful fine-tuning. Using techniques such as prompt engineering and In Context Language 
(ICL), it is possible to provide LLMs with the necessary guidance to perform specific tasks with incredible accuracy 
and relevance. Deep Neural Networks have limited capabilities in intelligent behavior (i.e., in understanding the 
meaning of its input). Hence, the scientific community started to question more heavily in recent years whether Deep 
Learning alone could get us closer to Artificial General Intelligence (AGI). The authors of this paper believe that the 
training and adaptive behavior challenges were a big part of the problem and that symbolic techniques did not 
advance simultaneously as Deep Neural Networks. Hence, revisiting and renewing the symbolic techniques and 
combining them with Deep Learning models like the LLMs can bridge the gap between neural techniques and 
symbolic knowledge representation. Our proposed system has been shown to significantly improve the performance 
of LLMs in terms of hallucination rate while providing flexibility of semantic input processing to symbolic systems. 
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1. Introduction
In this paper, we will describe our challenges and developments when navigating a new wave of AI research where 
new, state-of-the-art Large Language Models (LLMs) models are opening a multitude of paths for exploration and 
demonstrate with a practical application how to apply prompt engineering as a way to make connectionist models 
perform symbolic reasoning. Before going deeper into this study, it is important to note what many authors describe 
as the main paradigms of Artificial Intelligence (AI): Symbolism and Connectionism. In the article (Zhang et al. 
2022), it is explained how since the birth of AI in 1956 there were times when symbolic models were dominant, 
followed by impressive connectionist advancements, while also noting none are, by themselves, complete to get 
closer to the so-called Artificial General Intelligence (AGI). Many authors can find deep studies on the competing 
paradigms, and AI professionals have explored their limitations since the beginning. In his book, (Dyer et al. 1991) 
describes his journey exploring both, explaining his challenges with the lack of dynamic memory management or 
virtual pointers in connectionist models, and his discontent with how knowledge engineering heavy the symbolic 
systems might become, for example. From another perspective, for the past decades, cognitive science has been 
exploring the relations between brain and mind, where you can relate the human brain to Connectionism, to Neural 
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Computing, and the human mind to Symbolism, Expert Systems, Fuzzy Reasoning, among other symbolic 
techniques, as described by Churchland and Churchland.  

Recently, a study presented by (Bubeck et al. 2023) argues that the latest model, GPT-4 (OpenAI), presents "sparks" 
of AGI. Regardless of the discussion around general intelligence, it is proved that the LLM model performs 
remarkably well in several tasks, and the limitations are highlighted. We hope to propose an alternative to such 
limitations in the form of hybrid models.  

Hybrid models merging the best of both have been defended academically and used in practical ways successfully 
for the past two decades as attempts to extract the best of both worlds, as a form of mitigation of each paradigm's 
limitations and to create more complete and intelligent systems. That is the inspiration for our line of work in this 
paper. 

Figure 1: History and Evolution of Pre-trained Models according to Zhou et al. 

2. Background - From Perceptrons to Large Language Models and Beyond
The connectionist school has been advancing quickly in the last years; since the Deep Learning was introduced to the 
field at the beginning of this century, many new models are being proposed every year. (Zhou et al. 2023) present a 
comprehensive survey of the last part of this history that is of interest to this work: the latest developments that 
resulted in LLMs like ChatGPT. 

The Large Language Models are a particular case of Pretrained Models, and a summarized version of the evolution 
of such models can be found in Figure 1. 

In this quick revision, we want to focus on a few of the major milestones of this history: transformers, BERT, and 
GPT-3. 

2.1 Transformers 
The transformer proposed by (Vaswani 2017) was a novel neural network architecture used in natural language 
processing (NLP), computer vision (CV) Pappas (2023), and graph learning (GL) that relies solely on attention 
mechanisms, without using recurrence or convolution. The attention mechanism assigns weights to input 
representations and calculates the most important part of the input data. Transformers use a mask matrix for self-
attention to determine which words can "see" each other. They help solve long-range dependency issues in 
processing sequential input data and are scalable. The largest language models have over 100B parameters, thanks 
to transformer structures achieving higher parallelization. The architecture quickly replaced the former Long Short-
Term Memory (LSTM) models as the main choice for Natural Language Processing (NLP) tasks, which was applied 
to creating several novel models like BERT. 

2.2 BERT 
BERT (Bidirectional Encoder Representations from Transformers) was a novel pre-training method for natural 
language processing tasks introduced by (Devlin et al. 2018) BERT is a deep bidirectional transformer model that is 
pre-trained on large amounts of unlabeled text data. 
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One of the key features that set BERT apart from other pre-training methods is its bidirectional nature. Traditional 
language models are unidirectional, meaning they can only consider the preceding words in a sentence when 
predicting the next word. In contrast, BERT is able to consider both the preceding and following words, as well as 
the entire sentence, when making its predictions. This allows BERT to capture more nuanced relationships between 
words and better understand the context in which words are used. The bidirectional nature of BERT is made possible 
by its use of transformer architecture, which enables efficient processing of long input sequences. 

BERT achieved state-of-the-art results on a variety of NLP benchmarks, including the GLUE benchmark, which 
measures performance on multiple NLP tasks, and the SQuAD benchmark, which focuses on question answering. 
Meanwhile, the GPT models were being trained and would eventually land in our next milestone: GPT-3. 

2.3 GPT-3 
 

GPT-3, or Generative Pre-trained Transformer 3, was introduced by (Brown et al. 2005) as a state-of-the-art natural 
language processing (NLP) model developed by OpenAI in 2020. GPT-3 was built upon its predecessor, GPT-2, with 
a significantly larger architecture and a massive amount of pre-training data. 

GPT-3 has 175 billion parameters, the largest language model at that date. Its size enabled it to perform a wide range 
of NLP tasks, including text generation, summarization, question answering, and language translation, among others. 
GPT-3 was pre-trained using unsupervised learning on a diverse corpus of web documents, books, and other text 
sources. This pre-training helped the model to learn language patterns and structures, which it can then use to perform 
various NLP tasks. 

One of the most significant achievements of GPT-3 is its few-shot learning capability. This means the model can 
learn to perform a task from just a few examples, even if it has never encountered similar examples. For example, 
given a few examples of how to summarize news articles, GPT-3 can generate high-quality summaries for any news 
article it encounters. Those examples are presented as part of the input, so now weight updates happen in the neural 
network itself. This particular characteristic is key for the whole prompt engineering area, the focus of Section 3.4, 
and key for our proposition of symbolic encoding on the top of neural systems. 

In addition to few-shot learning, GPT-3 also has presented zero-shot learning abilities. This means that the model 
could perform tasks not explicitly trained. For instance, it can translate text from one language to another, even if it 
has never seen any examples of that particular language pair. 

As we write this article, GPT is already in version 3.5, and version 4 has already been announced. This article was 
written with the aid of version 3.5, but we believe that the concepts presented here will apply to the next versions of 
GPT and other LLM versions to come. 
 
2.4 Prompt Engineering 
 
In-context learning (ICL) is a powerful technique in natural language processing (NLP) that allows large language 
models (LLMs) to learn from specific contexts or prompts rather than relying solely on implicit information. (Wei et 
al. 2023) ICL can significantly improve the quality of text generated by LLMs, making them more accurate and 
relevant to the task at hand. With ICL, it is possible to embed the description of one task in the input to an LLM, such 
as a question or a specific context, and use the defined information as boundaries for the reasoning. 
 
Prompt engineering is a sample of ICL that involves designing prompts or contexts that can be used to fine-tune LLMs 
for specific tasks. Prompt engineering typically involves converting one or more tasks to a prompt-based dataset and 
training a language model with what has been called" prompt-based learning" or" prompt learning."  
 
The idea is to embed the description of the task in the input, such as a question or a specific context, rather than relying 
on implicit information. This approach can significantly improve the performance of LLMs on a wide range of NLP 
tasks, including text classification, question answering, and text generation. 
 
The broad accessibility of these tools has been driven by the increase in publications about team and community-led 
projects, making prompt engineering an increasingly popular approach in the field of NLP. 
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The comparison between LLMs and toddlers may seem odd initially, but it highlights an important point: just as 
toddlers require careful instruction to learn and develop, LLMs require careful fine-tuning to achieve optimal results. 
The power of LLMs lies in their ability to learn from vast amounts of data, but without proper instruction, they can 
produce inaccurate, untruth, and irrelevant results. By using techniques such as prompt engineering and in-context 
learning, it is possible to provide LLMs with the necessary guidance to perform specific tasks with incredible accuracy 
and relevance. 

 

 
Figure 2: Knowledge representation models from (Wang et al. 2022). 

 

2.5 Beyond LLMs - New Wave of AI Research 
As discussed in the introduction in the first section, it has been our belief since the early stages of Deep Neural 
Networks that Connectionism alone would have limited capabilities in terms of intelligent behavior, particularly in 
understanding the meaning of its inputs. At the same time, we cannot deny that symbolic techniques did not advance 
at the same pace, and we believe the challenges with training and adaptive behavior were a big part of the problem. 

Even with the remarkable advances that Deep Learning techniques introduced, as mentioned in the previous section, 
the scientific community started to question more heavily in the last years if Deep Learning could by itself get us 
closer to AGI. We understand that a fair portion of the scientific community believes that we can achieve the next 
level with more and better data that the quality we need will emerge from quantity itself. The authors of this article 
respectfully disagree with that point of view but also do not want to simply ignore all the advances we had with neural 
networks in the last years. 

We believe it is time to revisit and renew the symbolic techniques, combining them with state-of-the-art Deep Learning 
models like the LLMs to achieve a new level of AI, sometimes mentioned as third-wave or third-generation AI. And 
there is plenty of research in the area lately: In (Odense and Garcez et al. 2022), we can find a proposal of neural 
network architecture to encode symbols and relations, named semantic encodings, which could be used to establish a 
relationship between symbolic logical constraints and a trained neural network. Along those lines, (Zhang et al. 2023)   
proposes that the symbolic solution was the first-generation AI, having deep learning as the second-generation AI. 
Finally, it is proposed that a third generation would have to combine both approaches and even proposed a triple-space 
model to combine both techniques. The creation of new neural architectures to bridge the gap to Symbolism is a 
promising field of research and should be explored, but we want to evaluate a higher-level approach, leveraging, in a 
way, the pre-trained models that are available and taking advantage of transfer learning techniques.  
 
From that higher-level perspective, shifting from the most basic neural networks architectures to pre-trained LLMs 
described in the previous section, we also find a lot of recent interest in leveraging LLMs in typical symbolic 
applications as presented in (Wei and Zhang et al. 2023), different ways to apply prompt engineering using LLMs to 
perform symbolic reasoning. Those are closely aligned with the approach we want to propose in this article. The idea 
is to leverage LLMs with prompt engineering to represent knowledge using symbolic structures. In another work that 
also tries to leverage the best of both worlds, (Wang et al. 2022) describe five categories of knowledge representation: 
knowledge graph, propositional logic, first-order logic, programming language, and symbolic expression, presented 
in Figure 2. The term NeSy is used to refer to Neuro-Symbolic computing. We believe the ideas presented here can 
help to bridge the gap between neural techniques and symbolic knowledge representation. We start the discussion 
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with a very simple representation well known in classic logic, a Finite State Machine, and explore how that would 
look if we replace the underlying computing mechanism with LLMs. 

 

3 New Symbolic Computation Based on Neural Techniques 
All the advances described in Section 3 enabled a large number of applications for LLMs, especially with the latest 
GPT models. The main challenge, however, is still the inherent problem of hallucination, alongside prompt injection 
attacks that are also related to the freedom the models have to generate output. 

Suppose we rely on these models to retrieve information about a specific domain or question. In that case, the model 
will eventually combine related facts and generate an answer that is not necessarily correct, especially if the answer is 
not presented in the context passed to the model. Our proposal is not to use those models to retrieve information, but 
to leverage the language understanding they acquired in the training process with the immense volume of corpus the 
learning process uses. 

Hence our proposal: to combine the potential to understand human language acquired by the latest LLM models with 
the symbolic reasoning that will not allow the system to generate invalid output: in a primitive way, the system is 
thinking and able to handle imprecision and uncertainty in its input as we humans do. Using the metaphor presented 
in Section 2, LLMs would be the brain and the Semantic Automaton, the mind. First, let's quickly define the classical 
model of Finite Automata. 

 

3.1 Formal Languages and Automata 
 

Formal languages are a fundamental concept in computer science and mathematics that allow us to precisely describe 
the structure and behavior of complex systems. A formal language is a set of strings of symbols that are constructed 
according to a set of rules or grammar. These strings of symbols can represent anything from natural language 
sentences to computer programs, and they can be analyzed using a variety of mathematical tools. (Hopcroft et al. 
2006). One of the key tools for analyzing formal languages is a finite automaton (FA), which is a mathematical model 
of a simple computing device that can recognize strings in a language. A FA consists of a set of states, a set of input 
symbols, a transition function, and a set of accepting states. The transition function determines the next state of the 
automaton based on the current state and the input symbol. After all the inputs are processed, if the state of the 
automaton is a valid final state, the string is accepted. Finite automata are powerful tools for analyzing formal 
languages because they can be used to determine whether a string belongs to a language in a very efficient manner. 

A finite state automaton (FSA) can be defined as a 5-tuple (Q, Σ, δ, 𝑞𝑞0, F), where: 

Q is a finite set of states. 

Σ is a finite alphabet of input symbols. 

 δ: Q × Σ → Q is the transition function that maps each state and input symbol to a new state. 

𝑞𝑞0 ∈ Q is the initial state. 

F ⊆ Q is a set of accepting (or final) states. 

Finite automata have many practical applications in computer science and engineering. For example, they can be used 
to model the behavior of digital circuits, verify the correctness of software programs, and recognize patterns in natural 
language text. Finite automata can also be used in the design of compilers and interpreters for programming languages 
and in the construction of regular expressions for text searching and matching. 

In addition to finite automata, there are many other important concepts and tools in the field of formal languages and 
automata theory, including context-free grammars, pushdown automata, Turing machines, and computational 
complexity theory. These tools are essential for understanding computer science's theoretical foundations and 
developing new algorithms and software systems. The idea to use a finite automaton as the initial candidate for our 
classic-to-semantic symbolic approach is precisely because this work can be extended to the entire formal language 
field. 
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3.2  SAuroN: Semantic-Neuron Automata 
 
Derived from the typical State Automata, we define a Semantic-Neuron Automata as a 5-tuple (Q, σ, λ, 𝑞𝑞0, F), 
where: 

• Q is a finite set of states. 
• σ is an input sentence typically representing a natural language statement. 
• λ: Q × σ → Q is the transition function represented by a set of semantic rules that map each state and input symbol to 

a new state: in this case, the functions are computed by an LLM. 
•  𝑞𝑞0∈ Q is the initial state. 
• F ⊆ Q is a set of accepting (or final) states. 

 
Figure 3: NPC State Machine Diagram 

In a SAuroN, the transition of states allows uncertainty, imprecision, and follow meaning (semantics) instead of 
precision. Let us explore a simple scenario to see such a structure in action. 

 

4.3 SAuroN Case Study: Intelligent NPC Programming 
 

To illustrate the differences between typical State Automata and SAuroN, we will use a simple example of a state 
machine: the modeling of a Non-Player Character (NPC) of a game. The state machine that governs the behavior of 
a given NPC is depicted in Figure 3. 

To make the implementation of this state machine using a classical approach, certain thresholds and assumptions will 
have to be defined. The algorithm can assume, for instance, that any number below 50 is low health and that 100 is 
the maximum health. It can be defined that "enemy equals" is the exact same number of defenders and enemies and 
so on. Concepts like "outgunned" can be a little harder to define, but it can certainly be done. 

In a SAuroN model, the transitions follow semantic meaning, meaning there are possible infinite combinations to 
transition from one state or another, as long as they hold the same meaning. In terms of the operation of the model, at 
each iteration, the state machine feeds the current state's prompt with a textual description of the environment, and 
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parses from the LLM's output which is the new state to be used in the next iteration. In the following Table 1, we 
present the result of an experiment using a SAuroN model to control the NPC behavior based on events that are not 
precisely defined: 

 

Iteration Current State Input New State 

1 Patrolling there's no sign of enemy Patrolling 

2 Patrolling you hear something in a bush Distracted 

3 Distracted it was a squirrel Patrolling 

4 Patrolling you see an enemy Attacking 

5 Attacking you took a little bit of damage Defending 

6 Defending you defeated the enemy Patrolling 

7 Patrolling you see another enemy Attacking 

8 Attacking you are still fighting Attacking 

9 Attacking you took a lot of damage Retreating 

10 Retreating you escaped from the enemy pursuit Homing 

11 Homing you are still wounded Resting 

12 Resting you are not fully healed, yet Resting 

13 Resting you are completely healed now Patrolling 

 

Table 1: Result of an experiment using a SAuroN model 

The states have a separate and independent prompt to process their transitions. 

As an example, the "Attacking" state transition function is presented: 

You are going to emulate a finite state machine FSA. 

Your response to an input must be limited to exclusively the new state name. Consider only the following as 
possible values for the new state: 

If your health is medium, new state is "Defending." If your health is low, new state is "Retreating." 

If there is no enemy, new state is "Patrolling." Otherwise, new state is "Attacking". 

 

Input: {input} 

New state: 

 

For this particular model, there is no room or degree of freedom in terms of output: if the output contains a valid state, 
the transition is processed. In any other case, the state remains the same. The experiments with prompt engineering 
resulted in a few interesting cases that might be explored further, like the creation of new states (in one test, the state 
"Healing" was created as the output of a transition, for example). 

SAuroN models and, eventually, other derived models to operate symbolic reasoning over neural nets are interesting 
alternatives to avoid current challenges with LLMs like hallucination and injection attacks. At the same time, it 
enables the modeling of goal-based agents, semantic networks, reasoning systems, and other symbolic approaches 
using LLMs. 
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5. Conclusion 

In this paper, we presented a model combining connectionist and symbolic techniques, leveraging in particular the 
latest advances in the neural computing field, the LLMs. Although the SAuroN model proposed here is a simple 
example of leveraging state-of-the-art LLMs to perform symbolic processing, this can potentially be applied to create 
other forms of knowledge representation, such as knowledge graphs, propositional logic, and semantic networks, 
among others. We believe that with this approach, the best of both worlds can be achieved: the plasticity of neural 
networks, the language understanding capabilities of the latest LLM models, and the knowledge representation and 
manipulation of the symbolic models. 

Naturally, this is a simple first step in that direction, and there is much room to explore and improve. SAuroN 
introduces the possibility of transitions between states to be semantically triggered, and the symbolic modeling avoids 
hallucination and injection attacks, current challenges for LLM models. It could potentially help the limitations 
described in (Bubeck et al. 2023) around weak symbolic manipulation and basic mathematical mistakes. 

In terms of size limitations, LLMs have a limited context, and as a system becomes more and more complex, the size 
of the prompts used for few shot learning might become a limitation. As we use SAuroN or models derived from its 
idea, the symbolic layer might be used to select the proper prompt, narrowing the context for that particular moment 
of the operation and removing that limitation. A few ideas for further exploration and development are: 

 

• How to transfer the knowledge acquired from the operation of the symbolic layer to the neural layer 
• The model can handle inputs with great flexibility and plasticity, but the outputs would still follow traditional 

logic rules. To make outputs flexible, we need to give more room to the generative AI, and the problems of 
hallucination and injection would be back. 

• As we create more sophisticated symbolic models like knowledge graphs, new ideas will be necessary to search, 
extract, and present knowledge 

 

As discussed in this paper, the latest advances in the neural computing field, the LLMs, are sparking the debate about 
hybrid techniques and different approaches to reach a superior quality AI system. At the same time, these new models 
are being used to create exciting novel applications in different areas and industries. The idea of combining neural 
and symbolic techniques is not new, and we believe as one field advances, the other should be revisited to evaluate 
the potential of the combination of both. 

We hope this contribution helps in the pursuit of pieces of the ancient puzzle, that is, to understand the relations 
between the brain and the mind, and take us one step closer to recreating those impressive structures on artificial 
systems. 
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