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Abstract

In optimization problems, when the problem is differentiable, gradient search methods are developed using the gradient concept. When it is nonsmooth, the solution methods are based on the subdifferential concept which is valid under the convexity condition. Subgradients defined for convex functions are the general mapping of gradients. If the problem is not convex, the weak subgradient can be used. The weak subgradient is defined with a more analytical approach to nonconvex and nonsmooth optimization problems and it is provided to generalize the concept of subgradient for nonconvex. In the problem of optimizing the sum of a finite number \( m \) of functions, incremental methods that use the gradient (or subgradient) of each function one by one work faster than non-incremental methods, especially when the number of \( m \) is larger.

Machine learning problems are optimization problems based on "minimizing the sum of the finite number of functions", which is the minimization of the loss function that shows the difference between the real data label and the estimated data label. The semidefinite machine learning problem (SML) contains nonlabelled data and contains nonsmooth nonconvex functions. The aim of this study is to develop an incremental weak subgradient method for SML problems. We work on the incremental weak subgradient method, which starts with an initial solution and calculates a new solution by using the weak subgradient values of one of the functions with random order at the current solution in each subsequent iteration. The convergence properties of the method are investigated and SML problems are solved.
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