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Abstract 

Predicting crop yield in general is critical for agricultural planning, resource allocation, and food security. The 
recent adverse effects of climate change on agricultural productivity have given rise to crop yield prediction which 
is essential in assisting farmers in anticipating the worst and preparing accordingly. Maize is one of the most 
popular staple foods in sub-Saharan Africa, and at the same time is the most affected by climate change. Knowing 
the expected maize yield in advance therefore helps those communities that are heavily dependent on maize, to 
prepare in advance to handle the projected situation. Despite several efforts that have been done to predict maize 
crop yield, the topic remains an open discussion. This paper joins the debate and uses data analytics and machine 
learning to build a reliable predictive model for estimating maize crop yield. Using historical maize crop yield, 
weather, and environmental data, the Random Forest Regressor (RFR) technique is trained to capture non-linear 
patterns and identify complex correlations in the data. The results of the model’s evaluation show an accuracy of 
70.52% demonstrating the model’s ability to capture a substantial portion of the variability in the data. The 
predictive model can be useful for maize production farmers and maize grain depots, as it gives them time to plan 
for the future. Policymakers may benefit from the model, as it helps them to make informed policies on grain 
management. Future research should consider testing this model in a live environment, before packing it for 
deployment on a large scale. 
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1. Introduction
Crop yield prediction is an important area of research in the field of agriculture and “has the potential to increase 
productivity and improve food security” (Khaki and Wang 2019). The availability of large amounts of data from 
numerous sources like as satellite imagery, weather stations, and sensors, has enabled the development of 
machine-learning models for crop yield prediction. Machine learning algorithms are designed to learn patterns 
from observations and relationships in data (Foote 2022). This allows them to make predictions and identify 
trends. For crop yield prediction, machine learning models can be trained on historical crop data to predict future 
yields based on a range of factors. Crop yield prediction is normally based on soil type, meteorological, 
environmental, and crop parameters. Climate change, soil degradation, and lack of modern tools and technology 
have resulted in less productivity by many farmers. Using smart farming tools like environmental sensors that 
gather features such as light, temperature, humidity, and soil quality in real-time enables farmers to make smart, 
informed decisions to enhance productivity (Ground Control 2021).  

Yield loss, normal yield, and yield increment determine continuity in farming prospects. Globally, crop yield 
prediction is constantly evolving as new technologies and methods are developed to improve accuracy and 
reliability. Remote sensing technology together with machine learning algorithms is progressively being used to 
predict crop yields. These tools allow for the collection of data from various sources. Gornott et al. (2021) 
conducted a study in Germany that demonstrated that remote sensing combined with machine learning could 
accurately predict crop yields. Climate change is projected to have a significant impact on crop yields globally 
(SubbaRao et al. 2023). This has resulted in new methods of crop yield prediction being developed to account for 
changing weather patterns. A study by (Zhang et al. 2020) in China shows that climate variables could be used to 
predict crop yields. The availability of large datasets is increasingly being used to improve crop yield prediction. 
For example, (Liu et al. 2021) did a study in China that showed that big data analytics could be used to predict 
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crop yields of maize, wheat, and rice. The integration of crop models with remote sensing data is another approach 
that (Liu et al. 2021) in China studied and concluded that it could improve crop yield. 

Crop yield prediction is an important aspect of agriculture, particularly in southern Africa where agriculture is a 
major “source of livelihood” (Sazib et al. 2020) for many people. In Zimbabwe, for instance, agriculture 
contributes significantly to “the country's Gross Domestic Product (GDP) and “provides employment to about 
70%” (FAO 2023) of the population. 
Multiple studies on crop yield prediction in Zimbabwe and other southern African nations have focused on using 
various techniques such as statistical models, remote sensing, and machine learning algorithms (Paudel et al. 
2021). 

One study by (Munyati and Jirah 2020) examined the use of machine learning algorithms in predicting maize 
yields in Zimbabwe. The study used historical climate data and satellite imagery to train several machine-learning 
models, such as random forest, support vector machine, and neural networks. The results of this study showed that 
the random forest model performed better in predicting maize yields, with an accuracy of 87.5%. 

Another study by (Mhizha et al. 2021) used statistical models to predict maize yields in Zimbabwe. The study 
used climate data, soil data, and maize yield data from 2008 to 2017 to develop a statistical model for predicting 
maize yields. The study found that the model had an accuracy of 84.4%, indicating that statistical models can be 
effective in predicting crop yields in Zimbabwe. According to (Kaptymer et al. 2019) “Agriculture practices and 
technologies are still very limited in Africa for a host of reasons”. Climate-smart agriculture faces a number of 
obstacles in Africa, due to the lack of understanding of the practical concept, as well as a lack of data and 
information, as well as proper analytical tools at the local and national levels (Kaptymer et al. 2019). “Climate 
change is threatening agricultural productivity and some of Zimbabwe’s key agricultural challenges include low 
soil fertility, reliance on rain-fed systems” (FAO 2023), poorly functioning markets, and farmers having “limited 
access to credit, knowledge, and best practices” (Nyahunda and Tirivangasi 2019). According to (Phiri 2020) 
“Zimbabwe has been slow to embrace satellite-based systems for its agricultural sector” which provides one of 
the key attributes (remote sensing data) of crop yield prediction. They also state that poor road infrastructure, poor 
internet connectivity, and lack of electricity for some communities have been a challenge for farmers to get 
timeous expert advice on farming. 

In developing countries such as Zimbabwe, there is a significant challenge in accurately predicting crop yield in 
agriculture. Zimbabwe is an agriculture-dependent country, with over two-thirds of the population engaged in 
some form of farming (FAO 2023). However, crop production is liable to unpredictable weather patterns, soil 
degradation, and limited access to essential resources. Accurate crop yield predictions are crucial for farmers and 
policymakers in making informed decisions about resource allocation, crop management, and food security. 
The following questions guide this research:  

Table 1. Research Questions 

No. Question Text 

RQ1 Do farmers have access to accurate 
information for decision-making? 

RQ2 Is there too much data that traditional 
methods cannot efficiently analyse? 

RQ3 Are there prediction models currently 
being used by farmers in Zimbabwe? 

To answer the research questions posed in Table 1, we discuss the related literature in Section 2 and build the 
model in Section 3. Section 4 discusses data collection for the study and training of the model.  The results are 
then presented in Section 5, and the conclusion is done in Section 6. 

2. Literature Review
Crop yield prediction has been an important area of research in agriculture for many years (Nyéki and Neményi 
2022). Farmers have relied on “their experience and intuition to estimate crop yields” (Nuthall and Old 2018), but 
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this method is often inaccurate and can lead to poor decision-making. It is now possible to predict crop yields with 
a higher accuracy using data-driven approaches because of the increasing availability of agricultural data and the 
development of machine learning techniques. 
 
2.1 Related Work 
Several researches have considered the use of machine learning algorithms for crop yield prediction. Renuka and 
Terdal (2019) found that most studies used regression techniques such as linear regression, support vector 
regression, and random forest regression for crop yield prediction in the studies they conducted. Other studies by 
(Jhajharia et al. 2023) have used more advanced techniques such as deep learning and neural networks to predict 
crop yield. They state that crop yield is assumed to be a non-linear function of environmental variables. The 
research conducted by (Paudel et al. 2023) showed that deep learning has the potential to learn features 
automatically and produce reliable crop yield forecasts. 
 
One of the significant challenges in crop yield prediction is data availability and data quality. Singh and Sinha 
(2019) conducted a review of crop yield prediction and indicated that data pre-processing is a critical step in 
addressing the challenge. Data pre-processing is “cleaning, transforming and integrating” (Deepak 2023) raw data 
into formats that can be used by machine learning algorithms. This step is important in ensuring the accuracy and 
reliability of models. However, some variable data may be missing, insufficient, inaccurate, inconsistent, or in 
formats that cannot be processed by the algorithms. This impacts the process of cleaning data. The selection of 
relevant features(variables) is also essential in ensuring the accuracy of crop yield prediction models. Features 
that can have a significant impact on crop yields are weather conditions, soil quality, and crop type. Several studies 
have highlighted the use of remote sensing data to extract features like vegetation indices and land surface 
temperature for crop yield prediction (Ji et al. 2021). 
 
Real-time monitoring and decision-making are the other challenges in crop yield prediction. Several studies have 
explored the use of integrated systems that “allow for real-time data collection, analysis, and decision-making” 
(Wang et al. 2021) to address these challenges. These systems include sensors for data collection, cloud-based 
platforms for data analysis, and decision-support tools for farmers. 
 
Singla and Jindal (2019) conducted a review of machine-learning techniques used for crop yield prediction and 
highlighted the importance of data preprocessing and feature engineering in improving model accuracy. The study 
highlighted the need for weather, environmental, crop history, and satellite imagery data for crop prediction using 
machine learning algorithms. 
 
Huang et al. (2020) proposed a big data platform for crop yield prediction that integrates multiple data sources 
that include weather data, environmental data, and remote sensing data. They used machine learning algorithms 
like random forest and support vector machines to predict crop yield for different crops in China. Their results 
showed that the proposed platform can provide accurate and timely information for farmers to make informed 
decisions. 
 
In the article by (Fountas et al. 2015), they discussed the importance of farm management information systems 
(FMIS) as a means for collecting and analyzing data “for precision agriculture”. They indicated that FMIS can 
provide real-time data on crop yield, soil moisture, and nutrient levels and that these can be used for future crop 
yield predictions. They also highlighted the need for standardized data collection and sharing protocols to ensure 
the interoperability of FMIS. 
 
According to (van Klompenburg et al. 2020), accurate prediction helps farmers to make informed decisions on 
when and what to grow. Machine learning is viewed as an important tool for assisting judgments in crop yield 
prediction. This includes decisions about which crops to cultivate and what to consider during the crop-growing 
season. Crop yield prediction is a challenge in precision and smart agriculture and “requires the use of several 
datasets as crop yield depends on many factors such as climate, weather, soil, use of fertilizer, and seed variety” 
(van Klompenburg et al. 2020). 
 
Shaikh et al. (2022) identify security and privacy as the major challenges and future scope of data mining in smart 
agriculture. Also, agricultural information systems frequently have issues with data availability and quality, 
(Shaikh et al. 2022). For example, real-time data presents some complications in data handling. 
 
 
 

108



Proceedings of the 4th Asia Pacific Conference on Industrial Engineering and Operations Management 
Ho Chi Minh City, Vietnam, September 12-14, 2023 
 
 

© IEOM Society International 
 
 

3. Methods and model building 
In this section, we detailed the methodology employed to construct the maize crop yield prediction model using 
machine learning algorithms like Linear Regression and Random Forest regressor based on their suitability for 
regression tasks and their ability to handle different levels of complexities in the data. The CRISP-DM (Cross-
Industry Standard Process for Data Mining) methodology was outlined. 
 
3.1 CRISP-DM methodology 
The CRISP-DM methodology guided the research to ensure a systematic and comprehensive model development 
process because of its iterative and structured approach. It consists of six key stages which include “Business 
Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment” (Smart Vision 
2023). 
 
3.2 Data processing and feature selection 
A successful machine-learning model depends on the quality and readiness of the input data. In the Data 
Understanding stage, we collected which included historical crop yield data and meteorological data. The data 
underwent preprocessing to handle missing values and outliers to ensure data quality. Feature engineering was 
conducted to extract relevant information such as season length, rainfall, and temperature indices so as to capture 
crucial variables that influence maize crop yield. 
 
3.3 Model development 
This stage encompassed the selection of machine learning algorithms. 
 
3.3.1 Linear Regression Algorithm 
This is a fundamental algorithm in statistical modelling that establishes a baseline for prediction models. Despite 
its simplicity, Linear Regression can capture linear relationships between features and target variables. While 
this algorithm provides a straightforward interpretation of feature importance, its performance may be limited 
when dealing with complex non-linear relationships essential in agricultural systems. 
 
3.3.2 Random Forest Regressor 
Since agriculture data is of nonlinear nature, the RFR algorithm was selected to enhance prediction accuracy. By 
creating an ensemble of decision trees, RFR can capture complex interactions between features which results in 
improved predictive power. It also has an ability to mitigate overfitting which makes it well-suited for handling 
agricultural data. The RFR was initialised with 100 estimators which are the number of the decision trees. Other 
hyperparameters include the maximum depth of each tree (max_depth), and the number of features to consider 
at each split (max_features). 
 
3.4 Model iteration and refinement  
The CRISP-DM methodology’s flexibility enabled model iteration and refinement. The 
iterative process aimed to strengthen the models’ predictive power and align it more 
effectively with the complexities of maize crop yield prediction. 

 
4. Data Collection and Preprocessing 
Data collection in this study involved gathering relevant information and observations from the Meteorological 
Services Department of Zimbabwe and the Ministry of Agriculture. The steps included identifying relevant data 
sources, collecting data samples, preprocessing and cleaning the data, and organizing it in a format suitable for 
training machine learning models. However, not all required variables were provided. 
 
4.1 Data quality assessment 
Data quality was assessed using the six dimensions of data quality and the results of this assessment are as follows: 
-  Accuracy: The data was deemed fairly accurate as it was provided by the recording institutions.  
-  Conformity: The datasets contained standard formats and correct data types for all data. 
-  Integrity: All data was assumed to be of relatively high integrity as it is provided by authentic sources. 
-  Completeness: The three datasets used in this study complement each other to form a complete dataset. 

Individual datasets provided pieces of required information which were then merged to form a complete 
dataset. 

- Uniqueness: No overlap or duplicates were found in the datasets. 

109



Proceedings of the 4th Asia Pacific Conference on Industrial Engineering and Operations Management 
Ho Chi Minh City, Vietnam, September 12-14, 2023 
 
 

© IEOM Society International 
 
 

-  Consistency: Individual datasets contained consistent data. However, the layouts in the datasets were 
different and had to be transposed using Microsoft Excel tools before being loaded into Jupyter Notebook.  

 
4.2 Data Cleansing and Visualisation 
Crop data and weather data were merged into one dataset and then normalised on a scale of 0 to 1 to remove 
feature importance since they contained different value ranges. Data exploration was carried out to identify 
patterns or relationships to help explain the data and identify the correlation of the independent variables with the 
target variable (crop yield). Figure 1 shows a moderate negative correlation between temperature and yield (-
0.481), and a moderate positive correlation between rainfall and yield (0.510). 
 

 
 

Figure 1.  Correlation of temperature and rainfall with Yield 
 

Two important features were analyzed with the aim of communicating the insights derived from the analysis in a 
clear and concise manner. Figure 2 shows the relationship between yield, temperature, and rainfall drawing a 
conclusion that rainfall is correlated to crop yield compared to temperature.  
 

 
Figure 2.  Relationship between yield, temperature, and rainfall over ten years 

 
4.3 Model training and evaluation 
The prepared dataset was partitioned into training and testing sets to facilitate model training and evaluation. 
The two algorithms were trained and evaluated using Mean Absolute Error (MAE), Root Mean Squared Error 
(RMSE), and R-squared (R2) metrics. The data was split into training and testing sets using a ratio of 9:1 to 
enable the algorithms to learn the underlying patterns and relationships between the input features. 
 
5. Results 
The outcomes of the prediction models were presented and their implications for farmers’ decision-making 
process stated. 
 
5.1 Model performance evaluation 
The MAE, MSE, and R2 were used to evaluate the models and provided information on their accuracy. The two 
algorithms comparison is shown in Table 2 below. 
 

Table 2.  Comparing Linear Regression and Random Forest Regressor 

Evaluation Metric 
Machine Learning Algorithm 

Linear regression Random forest 
Accuracy (R2 score) 0.5925 0.70516 
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The Linear Regression R-squared value gave an approximate 59.3% accuracy showing that the 
variance in the dependent variable (crop yield) is explained by the independent variables that 
were used in the model. The results of the Random Forest Regressor model of 70.5% achieved 
a relatively lower Mean Squared Error and a moderate R-squared value indicating a reasonable 
level of accuracy and a reasonable amount of variance explained by the independent variables. 
This suggests that the RFR model captures a reasonable portion of the variability in the data, 
indicating moderate predictive power. 
 
Using the model, it is possible to make future yield predictions using forecasted values by 
inputting the forecasted parameter values. The model also has the ability to output the predicted 
value for the required year. Figure 3 shows an example of the input code for given variables in 
the model.   
 

 
 

Figure 3.  User Interaction code 
 

5.2 Implications for decision makers 
Accurate maize crop yield predictions have a significant importance for farmers’ decisions. 
Timely and dependable forecasts enable efficient resource distribution and other crop 
management strategies. The model’s anticipation can function as early warning system, 
enabling proactive measures to counter potential yield reductions and economic setbacks. 
 
6. Conclusion 
The design of a crop yield prediction model involves careful consideration of data collection, 
preprocessing, feature engineering, model selection, training, and evaluation. Developing 
models that can accurately predict crop yields can be achieved by using a structured approach 
of collecting comprehensive and high-quality data. Conducting thorough data preprocessing 
and feature engineering, experimenting with different model architectures, and regularly 
evaluating and refining the model can also produce accurate models. However, it is important 
to be aware of the limitations and challenges such as data quality and availability, the 
complexity of crop-yield relationships, generalization to different regions and crop types, and 
the dynamic nature of crop-yield relationships. 
 
 
 

MSE 4469565.703469417 3233876.394825 

MAE 1821.620449308044 1476.1725000000001 
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