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Abstract 

Knowledge Distillation (KD) is a type of transfer learning where a large, pre-trained model (Teacher Model) transfers 
knowledge to a smaller, simpler model (Student Model) to make the latter more efficiently trainable. Knowledge 
distillation (KD) can effectively transfer the knowledge of a teacher model to a student model in image classification 
tasks. However, the results of KD can vary depending on the specific method and approach used, thus a standardized 
improvement method is necessary. Data Augmentation techniques are powerful performance improvement methods 
for image classification. In this paper, we propose a standardized approach to improving knowledge distillation using 
various Data Augmentation techniques based on the α value. The results showed that Data Augmentation techniques 
provided a significant performance improvement in the Knowledge Distillation model. We demonstrated that as the 
strength of data augmentation increases, the performance of knowledge distillation (KD) also increases proportionally. 
And It seems that the α value does not have a significant impact on the performance improvement of knowledge 
distillation (KD). 
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1. Introduction
In deep learning, transfer learning refers to the process of transferring the knowledge learned by one model to another 
model that has not been trained. This is typically achieved through a concept called knowledge distillation (KD), 
which is designed to transfer the knowledge learned by a large, pre-trained model (teacher model) to a smaller model 
(student model) to improve the efficiency of the student model learning. 

Currently, deep learning models are becoming deeper and wider, with more parameters and computational 
requirements, and as a result, the performance of these models continues to improve. Knowledge distillation aims to 
enable smaller networks to achieve similar performance to larger networks, as shown in Figure 1, by transferring the 
knowledge learned by a pre-trained teacher model to the student model. Many papers have demonstrated that using 
knowledge distillation during the learning process can improve performance and stability (Ridnik et al. 2022)(Gou et 
al. 2021)(Cho et al. 2019). In addition, there have been several attempts to improve the performance of Knowledge 
Distillation (KD) by applying data augmentation separately to KD, as demonstrated by (Fu et al. 2020) and (Wang et 
al. 2019), and by enhancing the Teacher model used in KD, as shown in various attempts such as (Mirzadeh et al. 
2020) and (Beyer et al. 2022). Other methods have improved Knowledge Distillation (KD) by varying the ways in 
which knowledge is distilled such as response-based distillation (Hinton et al. 2015)(Feng et al. 2021), feature-based 
distillation (Park et al. 2019)(Heo et al. 2019) and relation-based distillation (Romero et al. 2014). 

Especially in (Yim et al. 2017). The authors demonstrate the effectiveness of KD in improving the speed and accuracy 
of model optimization, reducing the size of deep neural networks, and facilitating transfer learning between different 
tasks and domains. The authors evaluate the effectiveness of KD on various benchmark datasets and tasks, including 
image classification, object detection, and natural language processing. They demonstrate that KD can significantly 
improve the performance of deep learning models while reducing their computational complexity and memory 
requirements.  

However, these various methods are merely ways to expect effective optimization performance for KD in different 
environments, and cannot be considered standardized improvement methods in an integrated environment.  
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This paper aims to apply data augmentation, a powerful performance enhancement technique in computer vision, to 
knowledge distillation and to further improve the performance of knowledge distillation in various integrated 
environments. 

Figure 1. Knowledge Distillation Structure 

2. Body
2.1 Knowledge Distillation
Knowledge Distillation (KD) is a type of transfer learning in deep learning where a pre-trained model transfers its
knowledge to another model that has not yet been fully trained, allowing the latter to learn more efficiently than it
would otherwise. The idea of KD was first proposed in 2014 by Hinton. KD is typically used to train smaller models
with fewer parameters and are less deep than larger models, referred to as the Teacher Model and the Student Model,
respectively. The logit values produced by the Teacher Model are used to train the Student Model, aiming to improve
the latter's performance.

Hinton's KD approach utilizes two main methods: Soft Labels and Distillation Loss. Soft Labels and Distillation Loss. 
Soft Labels involve using a hyperparameter called Temperature (T) to soften the original hard labels, making them 
easier to transfer to the Student model. In a traditional deep learning model, the output of the Softmax function (i.e., 
exp 𝑧 ) is either close to 1 if the predicted label is correct, or close to 0 if it is incorrect. This can make the output 
very extreme and not very informative for the Student model to learn from. However, Soft Labels divide exp 𝑧 by 
the Temperature parameter, as shown in Equation 1 in the original paper (Hinton et al. 2015), allowing even small 
values of exp 𝑧  to have a significant impact on the predicted label. By doing so, Soft Labels enable the Teacher 
model to pass on more nuanced information to the Student model, in the form of exp 𝑧 𝑇⁄  values, depending on the 
value of T. When T is low, the values are similar to traditional probability values (i.e., close to 0 or 1), whereas when 
T is high, the values are more softly distributed, making it easier for the Student model to learn from the teacher's 
output. 

𝑞  
 exp 𝑧 𝑇⁄
∑ exp 𝑧 𝑇⁄

 

Equation 1. Hinton’s Soft Label 

Distillation Loss, as proposed in Hinton et al. 2015, uses KL Divergence to compute a loss based on the Soft Labels 
produced by the Teacher Model. The Soft Labels are used as a new set of labels for the Student Model to learn from, 
in addition to the ground truth labels from the training data. As shown in Figure 2, the Student Model receives both 
the Soft Labels from the Teacher Model and the ground truth labels and computes a loss function based on these 
labels. The KD loss 𝐿  is then computed using KL Divergence between the Soft Labels produced by the Teacher 
Model (𝑞 ) and the Soft Labels produced by the Student Model (𝑝 ), as shown in Equation 2. The Student Loss 𝐿  is 
the standard Cross-Entropy (CE) loss, which compares the Student Model's Hard predictions with the ground truth 
labels. The final Loss is computed using a parameter α that controls the strength of 𝐿  and 𝐿 . 
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𝐿  𝐷 𝑞  ||  𝑝  

𝐿𝑜𝑠𝑠  𝛼𝐿 1 𝛼 𝐿  

Equation 2. Hinton’s Distillation Loss 

Figure 2. Hinton’s Knowledge Distillation Structure 

2.2 Data Augmentation 
Data augmentation is a technique that increases the effective size of a training dataset by augmenting the existing data 
through various methods. Data augmentation has been a powerful way to improve the performance of models in 
computer vision, and research has been conducted to identify and efficiently use various data augmentation methods. 
In this study, the data augmentation techniques used were RandomCrop, RandomHorizontalFlip, and RandAugment 
(Cubuk et al. 2020). RandomCrop randomly cuts the image to perform augmentation based on the specified size, while 
RandomHorizontalFlip horizontally flips the input image, randomly performing left-right inversion for augmentation. 
Lastly, RandAugment applies multiple data augmentations simultaneously, using two parameter values, N and M, 
where N is the number of augmentations to apply, and M represents the strength of the augmentations. With the N and 
M values found, multiple augmentations are randomly applied using RandAugment. These data augmentation methods 
have shown good results in most tasks and were thus chosen for this study's experiments. 

2.3 Experiment Results 
In this study, we experimented with applying data augmentation, which has shown good performance in the computer 
vision field, to image classification using Knowledge Distillation (KD). We also experimented with various data 
augmentation techniques based on the α values in the distillation loss, to investigate whether KD can benefit from data 
augmentation. We used the well-known CIFAR100 dataset for the training data, and ResNet32 and ResNet8 for the 
teacher and student models, respectively. We experimented with five different α values for the temperature (T) 
hyperparameter value, which was set to 4. We used augmentation techniques such as RandomCrop, 
RandomHorizontalFlip and RandAugment, which have been shown to be effective in image classification, and set the 
N and M values of RandAugment to Cubuk et al. 2020, Park et al. 2019, which showed the best results for WideResNet 
in a previous study (Zagoruyko et al. 2016). 

In this study, we categorized data augmentation into three groups: non, RandomHorizontalFlip + RandomCrop, and 
RandomHorizontalFlip + RandomCrop + RandAugment, and observed the results as the augmentations became 
stronger. We also used a linearly increasing method to set α values at 0, 0.25, 0.5, 0.75, and 1.0, and intuitively 
observed the results when data augmentation and α values linearly increased.  
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The experimental results confirmed that applying data augmentation to models learned through KD resulted in an 
average accuracy increase of more than 14% compared to models without augmentation as shown in Figure 3. We 
also found that the α parameter, which adjusts the intensity of the distillation loss, did not have a significant effect on 
accuracy improvement when using data augmentation. However, an interesting phenomenon was observed where 
performance improvement was relatively lower when α was set to 1.0, when learning using 𝐿  without using 𝐿  
(Table 1). 

Through our experiments, we found that data augmentation can significantly improve the performance of knowledge 
distillation (KD) for image classification problems. As we applied more powerful data augmentation methods, we 
observed a consistent improvement in KD performance. These results suggest that further research into more advanced 
data augmentation techniques may lead to even better performance in KD. However, the α parameter does not 
significantly affect accuracy improvement when using data augmentation. 

Table 1. Experiment Results 

Figure 3. Difference between non(Brown) and Flip+crop+RA(Purple) when 𝑎𝑙𝑝ℎ𝑎 is 0.25 

3 Conclusion 
This paper conducted experiments on applying Data Augmentation to Knowledge Distillation (KD), a method for 
effectively training the Student Model, a relatively small architecture in the Image Classification field, and found that 
it significantly improved the model's performance.  

We also tested the effect of different values of α on the performance of Data Augmentation. The results showed that 
the performance improvement of models trained with KD and Data Augmentation was substantial, and the impact of 
α value was minimal. Additionally, an interesting finding was observed that when the α value is 1.0, the performance 
improvement of Data Augmentation is relatively reduced compared to other α values. 
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